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Rx R&D Myths:
The Case Against The Drug Industry’s R&D “Scare Card”

Executive Summary

This new Public Citizen report reveals how maor U.S. drug companies and their Washington,
D.C. lobby group, the Pharmaceutical Research and Manufacturers of America (PhRMA), have
carried out a misleading campaign to scare policy makers and the public. PARMA’s central claim
is that the industry needs extraordinary profits to fund expensive, risky and innovative research
and development (R&D) for new drugs. If anything is done to moderate prices or profits, R&D
will suffer, and, as PhRMA’s president recently claimed, “it's going to harm millions of
Americans who have life-threatening conditions.” But this R&D scare card — or canard — is built
on myths, fasehoods and misunderstandings, al of which are made possible by the drug
industry’s staunch refusal to open its R&D records to congressional investigators or other
independent auditors.

Using government studies, company filings with the U.S. Securities and Exchange Commission
and documents obtained via the Freedom of Information Act, Public Citizen's report exposes the
industry’s R&D claims:

* The drug industry’s claim that R&D costs total $500 million for each new drug (including
failures) is highly mideading. Extrapolated from an often-misunderstood 1991 study by
economist Joseph DiMasi, the $500 million figure includes significant expenses that are tax
deductible and unrealistic scenarios of risks.

= The actua after-tax cash outlay — or what drug companies really spend on R&D — for each
new drug (including failures) according to the DiMas study is approximately $110 million.
(That’s in year 2000 dollars, based on data provided by drug companies.) (See Section |)

= A simpler measure — also derived from data provided by the industry — suggests that after-tax
R&D costs ranged from $57 million to $71 million for the average new drug brought to
market in the 1990s, including failures. (See Section 1)

» Industry R&D risks and costs are often significantly reduced by taxpayer-funded research,
which has helped launch the most medically important drugs in recent years and many of the
best-selling drugs, including al of the top five sellersin one recent year surveyed (1995).

= An internal Nationa Institutes of Health (NIH) document, obtained by Public Citizen
through the Freedom of Information Act, shows how crucia taxpayer-funded research is to
top-selling drugs. According to the NIH, taxpayer-funded scientists conducted 55 percent of
the research projects that led to the discovery and development of the top five selling drugsin
1995. (See Section 111)
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= The industry fought, and won, a nine-year legal battle to keep congressiona investigators
from the Genera Accounting Office from seeing the industry’s complete R&D records. (See
Section IV) Congress can subpoena the records but has failed to do so. That might owe to the
fact that in 1999-2000 the drug industry spent $262 million on federal lobbying, campaign
contributions and ads for candidates thinly disguised as “issue” ads. (See accompanying
report, “ The Other Drug War: Big Pharma s 625 Washington Lobbyists”)

= Drug industry R&D does not appear to be as risky as companies claim. In every year since
1982, the drug industry has been the most profitable in the United States, according to
Fortune magazine' s rankings. During this time, the drug industry’s returns on revenue (profit
as a percent of sales) have averaged about three times the average for al other industries
represented in the Fortune 500. It defies logic that R& D investments are highly risky if the
industry is consistently so profitable and returns on investments are so high. (See Section V)

= Drug industry R&D is made less risky by the fact that only about 22 percent of the new drugs
brought to market in the last two decades were innovative drugs that represented important
therapeutic gains over existing drugs. Most were “me-too” drugs, which often replicate
existing successful drugs. (See Section V1)

* |n addition to receiving research subsidies, the drug industry is lightly taxed, thanks to tax
credits. The drug industry’s effective tax rate is about 40 percent less than the average for all
other industries. (See Section V1)

= Drug companies aso receive a huge financial incentive for testing the effects of drugs on
children. This incentive called pediatric exclusivity, which Congress may reauthorize this
year, amounts to $600 million in additional profits per year for the drug industry — and that’s
just to get companies to test the safety of several hundred drugs for children. It is estimated
that the cost of such testsis less than $100 million a year. (See Section VIII)

= The drug industry’s top priority increasingly is advertising and marketing, more than R&D.
Increases in drug industry advertising budgets have averaged almost 40 percent a year since
the government relaxed rules on direct-to-consumer advertising in 1997. Moreover, the
Fortune 500 drug companies dedicated 30 percent of their revenues to marketing and
administration in the year 2000, and just 12 percent to R&D. (See Section X)

Public Citizen’s
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Rx R&D Myths:
The Case Against The Drug Industry’s R&D “Scare Card”

Introduction

Magor U.S. drug companies and their trade association, the Pharmaceutical Research and
Manufacturers of America (PhRMA), have carried out a campaign to scare policy makers and
the public. The central claim of PhRMA’s campaign is ominous. if anything is done to restrain
high U.S. prescription drug prices, then research and development (R&D) to find new drugs for
life-threatening diseases will suffer.

Alan Holmer, president of PhARMA, recently played this “R&D scare card” while on National
Public Radio’s “Talk of the Nation” program.

“Believe me,” Holmer warned, “if we impose price controls on the pharmaceutical industry, and
if you reduce the R&D that this industry is able to provide, it's going to harm my kids and it's
going to harm those millions of other Americans who have life-threatening conditions.” *

Later in the program, to reinforce his argument, Holmer made the claim that research costs
“$500 million just to get one medicine to market.”

The drug industry’s “R&D scare card” is built on the premise that drug companies need
extraordinary profits — about three times those of the average Fortune 500 company — in order to
conduct expensive and risky research on innovative new drugs. But evidence shows the research
isn't as expensive, risky or innovative as the industry claims.

Instead, the evidence shows that such research may cost far less than $500 million for every new
drug — and may be less than $100 million for every new drug (including failed drugs). The
evidence aso shows that the drug industry isn’t all that innovative, as it produces far more “me-
too” or copycat drugs of little medical importance than life-saving medicines.? And, the evidence
suggests that drug industry research isn’'t al that risky because the industry is awash in profits
while lightly taxed and heavily subsidized. In fact, an internal National Institutes of Health (NIH)
study obtained by Public Citizen shows that taxpayer-funded scientists and foreign universities
conducted 85 percent of the published research studies, tests and trials leading to the discovery
and development of five blockbuster drugs.® It's no wonder the drug industry fought all the way
to the Supreme Court to keep its R&D records hidden from congressional investigators.

In al, the evidence shows that the drug industry’s R&D scare card is, in redity, an R&D
“canard” —that is “an unfounded or false, deliberately misleading story.”

Public Citizen’s
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|. Deconstructing the $500 Million Myth

The story of PnARMA’s R&D canard starts with the drug industry’s repeated — and unchallenged
— claim that it costs $500 million to develop a new drug, including money spent on failures. The
$500 million figure has become ubiquitous and widely accepted. Unfortunately, it is misleading
at best and inaccurate at worst.

Public Citizen calculated more redistic R&D costs using methodology modeled after that
employed by the congressional Office of Technology Assessment (OTA) in its 354-page report,
“Pharmaceutical R&D: Costs, Risks and Rewards,” published in 1993. (See Appendix A)

These are our findings:

As the OTA noted, “the industry’s collective response to charges that drug prices are too
high or are increasing too fast has been to point to the high and increasing cost of
pharmaceutical R&D.” Specifically, “industry representatives have pointed to academic
studies of the average cost of bringing a new pharmaceutical compound to the market.”*

This decade, industry representatives have pointed to one academic study above al for
the $500 million figure. That is a 1991 study by Joseph DiMas of the Tufts Center for
the Study of Drug Development. PhRMA representatives have acknowledged that the
$500 million figure is an extrapolation, adjusted for inflation and changes in research and
development, based on the Tufts Center study.® DiMasi estimated the pretax cost of
developing certain new drugs, including failures, at $231 million in 1987.°

OTA later revised DiMasi’s $231 million figure with significantly higher opportunity
cost of capital. (Opportunity cost of capital is a calculation of what a R&D expenditure
might be worth had the money been invested elsewhere. DiMas used a 9 percent annual
rate of return to calculate the cost of capital. OTA used a rate that went from 10 to 14
percent over time.) OTA put the “upper bound of the full capitalized cost” of R&D per
new drug at $359 million in 1990 dollars. Inflated to year 2000 dollars, this estimate
becomes $473 million, and it has been rounded up to $500 million by the industry. ’

The Tufts Center for the Study of Drug Development is a self-described “independent
research group affiliated with Tufts University.” The center’s sponsors include some of
the world's largest drug companies such as Merck, Pfizer and Bayer.® According to the
Tufts Center, corporate sponsors get to “help shape strategic objectives’ and “influence
key Center activities.”®

DiMasi’s study relied on data provided by 12 drug companies.’® This information has not
been independently verified, nor checked for accuracy. The OTA issued this warning
about DiMas’s datac “Any company that understood the study methods and the potential
policy uses of the study’s conclusions could overestimate costs without any potentia for
discovery. Thus, the motivation to overestimate costs cannot be discounted.”

Public Citizen’s
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= |t's important to note that DiMasi’s study only focuses on the cost of developing “new
chemical entities” (NCEs), which he defines as drugs that have never been tested before
in humans.*? (His definition of NCE differs only dlightly from the Food and Drug
Administration definition of a new molecular entity, or NME.*®) Furthermore, DiMasi
focuses only on “self-originating” NCEs, which are new entities developed by companies
as opposed to those they acquire from other research organizations. Many new drugs
approved for market are not NCEs, but are new dosage forms or new combinations of
existing drugs.** Thus, DiMas focuses only on the most expensive new drugs, not all
new drugs, resulting in a higher cost estimate.

» DiMas’s origina $231 million figure does not represent what companies actually spend
to discover and develop new molecular entities. Rather, it includes the cost of all failed
drugs and the expense of using money for drug research rather than other investments. It
also does not account for huge tax deductions that companies get for R&D. Therefore, it
substantially overestimates net expenditures on R&D.

= According to the OTA, “The net cost of every dollar spent on R&D must be reduced by
the amount of tax avoided by that expenditure. Like all business expenses, R&D is
deductible from afirm’s taxable income.”

= The OTA revised DiMasi’s calculation, subtracting the expenses that are tax deductible
under Section 174 of the federal tax code and the opportunity cost of capital.

= The tax deduction reduces the cost of R&D by the amount of the corporate marginal tax
rate (currently 34 percent). This means, in effect, that every dollar spent on R&D costs
$0.66.> The OTA concluded that DiMasi’s original $231 million figure (in 1987 dollars)
was $171 million (in 1990 dollars) after accounting for the R& D tax deduction.

= The opportunity cost of capital accounts for dightly more than half (51 percent) of
DiMas’ s total figure. After subtracting tax deductions and the opportunity cost of capital,
OTA found that DiMasi’'s after-tax R&D cash outlay for a new NME was $65.5 million
(in 1990 dollars). That is the estimate of how much the drug companiesin DiMasi’ s study
actually spent on new chemical entities, including failures.

= |t should be noted that five of the seven previous R&D cost studies that DiMas
references did not include opportunity cost of capital in their calculations.®

= Public Citizen inflated this figure to year 2000 dollars and found that actual after-tax cash
outlay for NCEs (including failures) was $110 million — based on DiMasi’s data. (See
Table 1)

» |t'simportant to stress that thisis the R& D cost for new chemical entities — which require
the most expensive type of research — not all new drugs brought to market. The R&D

Public Citizen’s
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costs for all new drugs brought to market, based on PhRMA’s own data, is detailed in
Section 11.

= Severa additional points about DiMasi’s estimate: Firgt, it does not account for R&D tax
credits available to the drug industry (these are different from the R&D deductions).
DiMas estimated that R&D tax credits amounted to a 6.8 percent subsidy for R&D
expenditures from 1978 to 1986.

= Second, DiMas assumes an FDA review time of 30 months in his calculations. FDA
review time has dropped dramatically since 1991 and now averages 11 to 17 months.
DiMas said a one-year decrease in review time would cut his R&D estimate by $19
million (in 1987 dollars, or $29 million in year 2000 dollars).

= Third, evidence suggests that the time required to conduct clinical trials on new drugs is
also decreasing — particularly for the most efficient companies. A January 2000 report by
the Tufts Center for the Study of Drug Development stated that clinical testing time
declined by 19 percent for drugs approved in 1996-1998 when compared with drugs
approved in 1993-1995.!7 In addition, the five quickest pharmaceutica companies
shaved, on avera%;e, more than one-year off the industry-wide median time (5.7 years) for
clinical research.™®

= Fourth, the advent of new technologies such as genomics and combinatoria chemistry,
has led, according to investment analysts at Lehman Brothers, “to a growing school of
thought that the cost of discovering new biological targets and the cost of creating drug
leads is falling.” *°

= Finadly, it should be stressed that DiMasi’s estimate of R&D costs was far higher than in
previous studies, including one published by the pharmaceutical industry in 1987. That
study by S.N. Wiggins put the pre-tax cash outlay per NCE at $65 million (in 1986
dollars).?° After-taxes, the figure becomes $67 million in year 2000 dollars.

Table 1
Comparative Analysis of Pharmaceutical R&D Costs ($ millions per New Chemical Entity)
Study (Year) Expressed in Dollars Pre-tax Including |Pre-tax Excluding| After-tax Actual
y for Which Year Cost of Capital (9%) [ Cost of Capital Cash Outlay*
DiMasi Original (1991) 1987 $231 $114 $61.6%*
Office of Technology
Assessment (1993) 1990 $259 $127 $65.5
Public Citizen (2001) 2000 $341 $167 $110.2%**

* Excludes the opportunity cost of capital. **DiMasi did not calculate after-tax costs; the $61.6 million figure was
calculated by Public Citizen based on the 46 percent corporate tax rate in effect at the time of the expenditures

Public Citizen’s
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DiMasi studied. *** The $110 million figure is calculated using the current corporate tax rate of 34 percent; this is
the rate used to deduct R&D expenses from taxable income.

II. PhRMA’s Own Data Contradicts the $500 Million Claim

Not al R&D is created equal. DiMas studied the most expensive of al new drugs. Only 36
percent of drugs the FDA approved for market in the 1990s were NMEs (similar to DiMasi’s
NCEs). The others were mostly new combinations of drugs or new formulations of existing
drugs. (For example, from pill to syrup form.)

The drug industry’s own data about this larger universe of new drugs revea that the actual cash
outlay for a new drug is far less than $500 million — and perhaps as low as $57 million per drug
in recent years (including failures).

Here' s how Public Citizen arrived at this conclusion:

PhRMA'’s annual survey lists aggregate R&D spending by year in two categories. domestic
(spending in the U.S. by both foreign and domestic companies) and abroad (spending overseas
by U.S.-based companies.)

Public Citizen uses PhRMA’s domestic spending for its anaysis, in part, because that’s what
DiMas did when he ran a check on his study using aggregate data. His reasoning: “We include
only domestic expenditures in our analysis under the assumption that the foreign expenditures of
U.S.-owned firms will be directed primarily to non-U.S. introductions.”?* (Public Citizen has
calculated R&D costs with combined domestic-overseas spending in Appendix B. Spending in
the last decade ranges between $69 million and $87 million per drug.)

According to PhRMA, U.S. and foreign drug companies spent $139.8 billion on domestic R&D
in the 1990s.%? During that same period, the U.S. Food and Drug Administration approved 857
new drugs for market.?® Simple division suggests that drug companies spent $163 million on
R&D for every new drug approved for market in the U.S. in the 1990s (expressed in year 2000
pre-tax dollars).

This measure is very generous to the industry. It counts total R& D expenditures — which include
salaries, equipment, overhead, |ab tests (pre-clinical) and clinical trials.>* And it counts all failed
drugs as well as successful drugs. In addition, it uses PhARMA’s own R&D figures, which have
not been independently verified and may be inflated with marketing research costs.?® Finally, it
uses pre-tax figures; in fact, R&D expenses are tax deductible and every dollar spent on R&D
has a net cost of only $0.66.

A more accurate measure — according to pharmaceutical experts such as Stephen
Schondelmeyer, director of the PRIME Ingtitute at the University of Minnesota — would account
for R&D tax deductions and the approximate seven-year lag between R&D spending and drug
approval. (DiMas said “approvals in one year should be associated with R&D expenditures
lagged 2 to 12 years.” ) Therefore, a more accurate measure would compare R&D spending for
1994 to new drug approvals for the year 2000.

Public Citizen’s
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To be even more accurate, the measure should account for years in which R&D spending on new
drugs was extraordinarily high or low. In other words, it should smooth out the peaks and
valleys. Thus, this measure would compare R&D spending over seven-year periods with new
drug applications (NDAS) approved over corresponding seven-year periods. An annua average
should be calculated for each period, which has the effect of smoothing out peaks and valleys.
(See Appendix B for more detailed methodol ogy)

The results? From 1984-1990, PhRMA reported that R&D spending totaled $32.8 billion.
(That's domestic R&D spending by U.S. companies and foreign-based companies.)?’ Adjusted
for inflation, that total is $48.2 billion in year 2000 dollars. Divide that amount by the number of
new drugs (563) approved from 1990-1996 and it appears that $85.6 million was the average
R&D cost for every new drug approved in that period (in pre-tax dollars). After subtracting tax
deductions, worth 34 cents on the dollar, the actual cost plummets to $56.5 million.

For new drugs approved in the more recent seven-year NDA period 1994-2000, the average pre-
tax cost of R&D was $107.6 million. Adjusting for R&D tax deductions makes the figure $71.0
million. (See Table 2)

Table 2
Average R&D Cost per New Drug Approved During the 1990s
(Rolling 7-Year Average with 7-Year Lag, $in millions, all in year 2000)

Domestic R&D Spending Only

Average Average Pre-Tax R&D | After-Tax R&D
7—\|(DeearriOF;&D Annual g&D 7'Leearriol\éDA Annual I\?DA'S Spending per | Spending per

Spending Approved New Drug New Drug
1988-1994 $10,255.3] 1994-2000 95.3 $107.6 $71.0
1987-1993 $9,387.8] 1993-1999 91.3 $102.8 $67.9
1986-1992 $8,473.3] 1992-1998 92.4 $91.7 $60.5
1985-1991 $7,613.00 1991-1997 88.6 $86.0 $56.7
1984-1990 $6,887.1] 1990-1996 80.4 $85.6 $56.5

Source: Spending data comes from Pharmaceutical Research and Manufacturers of America,
PhRMA Annual Survey, 2000; NDA data comes from U.S. Food and Drug Administration, Center for
Drug Evaluation and Research, December 31, 2000. (All spending figures have been inflated to year

2000 dollars.)
Note:

pharmaceutical companies.

Two additional notes:

Domestic R&D includes expenditures within the United States by research-based

Some might quarrel with the seven-year lag, arguing that in accounting terms, today’s R&D
expenses are paid by today’s revenue. Thus, R&D spending in any year ought to be compared
with drugs brought to market that same year. This study rejects that argument. It doesn't reflect
the redlity that R&D spending invariably precedes the marketing of a drug and our purpose is to

Public Citizen’s
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understand what it costs to bring a drug to market, not how that R&D is paid for in accounting
terms. In addition, as noted earlier, DiMas agrees that spending should be lagged two to 12
years. Nevertheless, Public Citizen calculated R&D spending for current drug approvals and
current research expenditures in Appendix B and found that spending remained close to $100
million per drug, with costs in the 1990s ranging from $99 million to $118 million per drug.

Finally, it has also been suggested that our analysis should focus only on NCEs or NMEs
because that's what DiMas studied, and that’s where the bulk of industry R&D is spent, and
those new compounds are the drugs that make the industry risky. That analysis is below (see
Table 3) although our intent was not to mirror DiMasi in this section. Rather, this section aims to
point out that there are many kinds of drugs approved each year — not just the elite group in
DiMas’s study. More important, PhARMA’s R& D spending figures — the figures that it constantly
touts — are for all drugs, not just NMEs or NCEs. So it’s only fitting to compare PhRMA’s
spending for all drugs to al drugs approved for market. (That said, an al-NME analysis shows
R&D spending of $114 million to $150 million per drug.)

Table 3
Average R&D Cost per New Molecular Entity During the 1990s
(Rolling 7-Year Average with 7-Year Lag, $ in millions)

Domestic R&D Spending Only

Average Average Pre-Tax R&D | After-Tax R&D
7—\|(DeearriOF;&D Annual g&D 7-YPe;riol\:jME Annual I\?ME'S Spending per | Spending per

Spending Approved NME NME
1988-1994 $7,588.9] 1994-2000 33.4 $227.02 $149.8
1987-1993 $6,947.0f 1993-1999 33.1 $209.61 $138.3
1986-1992 $6,270.2] 1992-1998 31.9 $196.82 $129.9
1985-1991 $5,633.6] 1991-1997 31.9 $176.84 $116.7
1984-1990 $5,096.4| 1990-1996 29.6 $172.34 $113.7

Source: Spending data comes from Pharmaceutical Research and Manufacturers of America,
PhRMA Annual Survey, 2000; NDA data comes from U.S. Food and Drug Administration, Center for
Drug Evaluation and Research, December 31, 2000. (All spending figures have been inflated to year
2000 dollars.)

Note: Domestic R&D includes expenditures within the United States by research-based
pharmaceutical companies.

lll. U.S. Taxpayers Play A Crucial Role in Pharmaceutical R&D

Drug companies stress how difficult it is to discover new drugs — particularly innovative life-
saving drugs. But the evidence suggests it’s not al that risky because the federal government is
doing much of the crucia research. The Nationa Ingtitutes of Heath (NIH) budget reached
$20.3 billion in fiscal year 2001 (a 14 percent increase over FY 2000) with much of that money
going to research that ultimately helps with the discovery and development of pharmaceuticals -
how much exactly is hard to say. The NIH admits it doesn’'t track its spending on drug
development. NIH officials claim it’s a tough task because so much NIH work is basic research
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into diseases that is converted years later — often through several other related discoveries that
build on one another — into a marketed drug. 2

What we do know is that several studies have shown that many important and popular drugs
were developed with taxpayer support. That's why publicly-funded researchers have 90 Nobel
Prizes compared to just four by industry scientists, although the industry spends more on R&D. %
For instance:

= A study by a Massachusetts Institute of Technology (MIT) scholar of the 21 most
important drugs introduced between 1965 and 1992 found that publicly funded research
played a part in discovering and developing 14 of the 21 drugs (67 percent).°

= 45 of the 50 top-selling drugs from 1992-1997 received government funding for some
phase of development, according to an investigation by The Boston Globe. In all,
taxpayers spent at least $175 million helping to develop these 50 drugs.*!

Publicly-funded Researchers Conducted Most Studies Behind Blockbuster Drugs

An NIH internal document obtained by Public Citizen through the Freedom of Information Act
(“NIH Contributions to Pharmaceutical Development,” February 2000, see Appendix C) reveals
much more detail about the importance of taxpayer-funded research to drug companies.

The NIH report looked closely at the role of public research in developing the most popular
drugs in the U.S. To avoid well-known NIH success stories, such as the agency’s work in
developing treatments for cancer and AIDS, the NIH decided to examine the top five selling
drugs in 1995, each of which had over $1 billion in sales. Before scrutinizing the research behind
these drugs, NIH did not know what, if any, role taxpayer-funded scientists played in bringing
these drugs to market.

= NIH found that “NIH-funded research played a critical role in drug discovery in each of
these cases.”%? In al, U.S. taxpayer-funded researchers conducted 55 percent of the
published research projects leading to the discovery and development of these drugs (and
foreign academic ingtitutions 30 percent). “Researchers at U.S. universities and at NIH
contributed by discovering basic phenomena and concepts, developing new techniques
and assays, and participating in clinical applications of the drugs.”

= |n the case of the hypertension drugs captopril and enalapril, the NIH concluded that the
drugs were developed thanks to 14 public U.S. research projects and five foreign
academic studies. Only three significant studies were conducted by the drugs patent
holders, Squibb and Merck.

= Furthermore, four of the taxpayer-funded studies were deemed “key” and six of the
studies were referenced in the industry’s work. The studies sponsored by the patent
holders for these two drugs were of less consequence — none were considered “key” by
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the NIH. In fact, for the five drugs it studied, the NIH deemed only one industry study
“key.” (Public Citizen acknowledges the fact that academics generally have greater
incentive to publish research than industry scientists.)

Table 4 shows the NIH findings on the top five selling drugs: ranitidine (better known as
Zantac), which treats ulcers;, acyclovir (Zovirax), which treats herpes simplex; captopril
(Capoten) and enalapril (Vasotec — a dight alteration of captopril/Capoten) for hypertension; and
fluoxetine (Prozac), an anti-depressant. The table reflects the NIH methodology, which was to
count all the published research projects behind a drug’s discovery and development and classify
them as U.S. taxpayer-funded studies, foreign academic studies, or industry studies (which are
then divided into those done by the patent-holding company and those done by other companies).

The NIH study also attempted to weight the importance of the studies by identifying those that

were “key” and those that were later referenced in industry studies.

Table 4
Who Contributed Most to Development of Top Five Selling Drugs (1995)
Captopril
Importance of — . Ranitidine | Acyclovir Capoten) and | Fluoxetine
Fgesearch At el Selemis (Zantac) (ngirax) ( Epnalap)ril (Prozac) Total
(Vasotec)
o U.S. taxpayer studies 2 4 4 1 11
Key _Contnbutlons Foreign academic studies 1 1 1 2 5
to Discovery and -
Development of Industry sponsored studies 0 0 0 0 0
Drug* (excluding patent holder)
Patent-holder sponsored studies 0 0 0 1 1
U.S. taxpayer studies 0 7 1 1 9
Referenced in Foreign academic studies 0 1 0 1 2
Patent Holders' |Industry sponsored studies 0 0 0 0 0
papers* (excluding patent holder)
Patent-holder sponsored studies 0 0 0 0 0
Other U.S. taxpayer studies 6 21 9 16 52
Contributions to |Foreign academic studies 15 8 4 6 33
Discovery and  |Industry sponsored studies
Development of (excluding patent holder) 0 !
Drug Patent-holder sponsored studies 2 2 3 4 11
Total 30 44 22 35 131
Percent of total research projects sponsored b
U.S. taxpayer or foreign a?:acjemic iﬂstitutions ’ 80% 95% 86% 7% 85%

Source: National Institutes of Health, “NIH Contributions to Pharmaceutical Development,” Administrative Document,
February 2000. *As defined by the National Institutes of Health.
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The NIH report also found:

= Public researchers often tackle the riskiest and most costly research, which is basic
research, making it easier for industry to profit. The NIH report discovered that only 14
percent of the drug industry’s tota R&D spending went to basic research, while 38
percent went to applied research and 48 percent was spent on product development.

= This finding suggests that public researchers are doing the yeomen’s work of identifying
possible new medicines, while most drug industry R& D spending occurs after companies
believe they have a marketable drug. The NIH report concluded: “To the extent that
basic research into the underlying mechanisms of disease drive new medical advances,
the R& D in industry is not performing the role played by public research funding.” 3

»  Taxpayer-funded scientists do more than basic research. They also conduct clinical trials.
NIH found that publicly-funded researchers either conducted or had their work cited in
61 percent of the clinical trials important to the development of the five blockbuster drugs
it studied.

= NIH research enables drug companies to secure more lucrative monopoly patents.
According to the study: “[P]harmaceutical companies that organize in ways that tap the
results of publicly-funded science are those that are most successful. For example,
they...obtained more patents per research dollar, on average, than firms whose scientists
work less closely with the public sector.” *®

IV. R&D Data Kept Secret — What Are They Hiding?

It's impossible to know what the drug industry really spends on research and what it counts as
research spending. The industry has fiercely fought attempts to open its books on R&D. In fact,
the industry waged a nine-year legal battle against the General Accounting Office (GAO) — the
investigative arm of Congress — to keep GAO from obtaining information about R&D. ¢

The battle eventually went all the way to the U.S. Supreme Court, where it hinged on two words
(“directly pertinent”). In short, the GAO argued that it was entitled to examine all drug company
financia records, because the companies had contracts with the U.S. Veteran's Administration,
and the GAO wanted to know if the companies high prices and profits were warranted by the
costs of producing and selling the medicines. The drug companies countered that the law only
allowed GAO access to records that were “directly pertinent” to those government contracts.
Thus, interpreting these two words became the subject of litigation from 1974 to 1983.

Federal district courts were split on GAO's right of access to “indirect” product costs such as
R&D and marketing. The companies argued that indirect costs were not directly pertinent
because only a small portion of indirect costs could be alocated to the federal government’s
contracts. GAO reasoned that “direct” product costs were so small — only about 9 percent for a
particular drug — that they were not meaningful >’
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In the end, the U.S. Supreme Court, in Bowsher v. Merck & Co. Inc., did draw the line between
direct and indirect costs. In addition, the court held that since Congress had drafted the limiting
language (“directly pertinent”), arguments for change should be directed to Congress.

Of course, the long legal battle would not have been necessary had Congress been willing to
exercise its subpoena power to obtain the data. In fact, Congress can get al the information it
wants. But, as a congressional study noted, this route is “perhaps not politicaly feasible.” 3

Why not? It's possible Congress has not acted because the industry has spent huge sums on
political persuasion according to a new Public Citizen report (“The Other Drug War: Big
Pharma's 625 Washington Lobbyists’) including $262 million in 1999-2000 on campaign
contributions, lobbying and ads that benefited its congressional allies.®® (The spending breaks
down as $177 million on lobbying, $20 million on contributions to federal candidates and party
committees, and $65 million on issue ads.)

Opening the industry’s R&D books would be particularly useful because it's not clear what the
industry considers “R&D.” Claims have been made — by a U.S. Senate committee investigation™
and the editor-in-chief of the New England Journal of Medicine*! — that the industry inflates its
R&D records with the costs of administration and marketing. Making industry information more
transparent could help to resolve guestions and charges that now hang over the industry.

V. What Risk? The Druggernaut Consistently Ranks Tops in Profits

PhRMA and major drug companies attempt to justify high U.S. prescription drug prices by
characterizing their business as a high-risk enterprise, which must therefore be rewarded with
high returns. But where's the risk in an industry that has consistently been rated the most
profitable in America? Company reports to the federal Securities and Exchange Commission
and Fortune magazine’' s annual surveys of comparative industry profits show that:

»= Thedrug industry was again ranked “more profitable than any other” by the Fortune 500
analysis of America’'s largest companies in the year 2000. And the “druggernaut”
walloped its competitors. The 11 drug companies that made the Fortune 500 enjoyed 19
percent return on revenues (in other words, 19 percent of revenues went to profits). The
median for all other Fortune 500 companies was 5 percent return on revenues.*? (For a
complete analysis of each company’s profitability, go to http://www.citizen.org/
congress/drugs/factshts/mostprofitable.htm)

= Thedrug industry’s success in the Fortune 500 profitability rankings has become arite of
spring. Since 1982, the industry has topped Fortune’s rankings for return on revenue, and
has been at or near the top for return on equity. 3
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= The drug industry’s profitability has grown in recent decades. On average, in the 1970s
the profitability of Fortune 500 drug companies (measured by return on revenue) was two
times greater than the median for al companies in the Fortune 500. In the 1980s it was
three times. And in the 1990s, the drug companies profitability was amost four times
greater than the median for all companies in the Fortune 500.% (See Figure 1)

= The drug industry often thrives when other industries sag. Fortune 500 drug companies
saw their year 2000 return on revenue increase 15 percent from 1999. That success came
at a time when the American economy saw overall profit growth drop from 29 percent in
1999 to 8 percent last year.*

= As consistent profit-generators, drug companies tend to outperform other industries
during economic downturns, and investors know it. Not surprisingly, they boosted the
stocks of Fortune 500 drug companies 38 percent while selling off other industries during
last year’s stock market turbulence.*®

Figure 1
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and All Fortune 500 Industries
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Source: Public Citizen update of Stephen W. Schondelmeyer calculation, Competition and
Pricing Issues in the Pharmaceutical Market, PRIME Institute, University of Minnesota based on
data found in Fortune magazine, 1958 to 1999; Fortune magazine, April 2000, Fortune 500
(www.fortune.com).
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VI. What Risk? A High Percentage of New Drugs Are “Me-Too” Drugs

Evidence also suggests that a significant amount of industry R&D does not concern new
treatments for serious and life-threatening conditions, but instead goes into “me-too” drugs.
These are drugs that have little or no therapeutic gain over drugs that already exist; also known
as “copycat” drugs.

Until 1992, the U.S. Food and Drug Administration classified every new drug approved
according to its significance for human health. The ranking system:

1A = Important therapeutic gain: a breakthrough drug

1B = Modest therapeutic gain: e.g., change in formulation so that the drug can be taken once
instead of three or four times a day

1C = Little or no therapeutic gain: “me-too” or “copycat” drug — for all practical purposes a
duplicate of products already available

Table 5
More than Half of New Drugs Approved from 1982-1991 Were “Me-Too” Drugs
FDA Category Number Percent
1A - Important Therapeutic Gain 41 16%
1B - Modest Therapeutic Gain 80 31%
1C - Little or No Therapeutic Gain 137 53%
Total New Drugs Approved 1982-91 258 100%

Source: Donald Drake and Marian Uhlman, Making Medicine, Making Money (1993), p. 72.

As seen in Table 5, more than one-half (53%) of the newly discovered drugs had “little or no
therapeutic gain” compared to drugs already on the market — and only 16 percent of new drugs
represented an “important therapeutic gain.”

The pharmaceutical industry abhorred this system, because it provided objective information to
the public and medical practitioners about the true value of a majority of their products. In
response to industry pressure, the Bush | Administration eliminated these rankings in 1992.%
Industry executives were grateful and glad. “To put [the 1A-1B-1C system] into well-deserved
oblivion was a PMA priority for a very long time,” said John R. Stafford, chief executive officer
of American Home Products at the 1992 annual convention of the Pharmaceutical Manufacturers
Association (PhRMA's former name). “Now it is accomplished.” #

Although our ability to track the exact proportion of “me-too” drugs ceased with the demise of
this ranking system, more recent evidence till confirms that a relatively small proportion of the
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drug industry’s claimed R&D expenditures are directed at the discovery of innovative treatments
for serious and life-threatening illnesses:

=  While the FDA dumped the 1A-1B-1C rankings, its new system still shows that the vast
majority of new drugs did not represent significant therapeutic improvements. From 1992
through 1999, the FDA rated 170 drug approval applications for “priority review” and
560 for “standard review.” (See Figure 2) “Priority review” is for drugs that represent
“gignificant improvement compared to marketed products in the treatment, diagnosis, or
prevention of a disease.” “ Standard review” is for drugs that “appear to have therapeutic
qualities similar to those of one or more aready marketed drugs.” *° (Critics claim that the
FDA’s “priority” category is far too liberal, giving drugs like Celebrex — which is no
more effective than naproxen at relieving arthritis pain — priority status. Nevertheless, if
the results from Figure 2 are combined with those in Table 5, only 22 percent of the drugs
approved by the FDA from 1982-1999 represented important therapeutic gains.)

Figure 2

Therapeutic Importance of New Drugs
Approved by FDA (1992-1999)
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Source: FDA/Center for Drug Evaluation and Research, “NDAs Approved in Calendar Years 1990-
1999,” December 31, 1999.

Note: According to the FDA, “priority review” is for drugs that represent a “significant improvement
compared to marketed products in the treatment, diagnosis, or prevention of a disease.” “Standard
review” is for drugs that “appear to have therapeutic qualities similar to those of one or more already
marketed drugs.”
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VIl. What Tax Burden? The Drug Industry Is Lightly Taxed

The drug industry has historically realized significant savings from four tax credit provisions. the
foreign tax credit, possessions tax credit, research and experimentation tax credit, and the
orphan drug tax credit (all of these are in addition to deductions for research expenditures which
are worth 34 cents on the dollar). Combined, these tax credits have alowed the drug industry to
save $4 hillion a year in taxes, according to the Congressional Research Service.*°

= |nall, theindustry used tax credits to save almost $28 billion from 1990 through 1996.°*

= The drug industry has aso taken advantage of a tax break for companies that build
factories in Puerto Rico. From 1980 through 1990, the GAO estimated that 26
pharmaceutical companies had tax savings of $10.1 billion thanks to this tax credit.>?

» Thedrug industry’s effective tax rate has been lower — much lower in some cases — than
that of amost every maor industry, despite its very high profitability. The drug
industry’s effective tax rate averaged 16 percent from 1993 through 1996 compared to
27 percent for all major industries over the same period.>® (See Figure 3)

Figure 3

Average Effective Tax Rates
for the Drug Industry and
Major Industries 1993-1996
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Source: Congressional Research Service Memorandum, “Federal Taxation of the Drug Industry from
1990 to 1996,” December 1999.
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Note: An industry’s effective tax rate differs from its statutory corporate tax rate. Hence, the
industry deducts R&D expenses at the 34 percent corporate tax rate, yet aso pays at the same
time an effective tax rate of 16 percent. This is not inconsistent in any way. It's very similar to
what many Americans experience when they itemize their persona taxes. The 34 percent
deduction is on a firm’'s taxable income and it reduces a firm’s taxable income. The effective tax
rate is a calculation based on tax credits, which are applied to reduce the tax liability, or taxes
owed, after determining taxable income. For more details, see Appendix D.

VIIl. More Public Aid: Monopoly Patents and Research Incentives

In addition to research subsidies and tax credits, the drug industry enjoys other forms of
government assistance, including patent extensions and lucrative incentives for testing the safety
of drugsin children.

The federal government grants drug companies monopoly patents on new products that last 20
years, from date of patent application to expiration. More important is the “effective patent life”
of adrug, which is the number of years remaining in adrug’'s patent term after the U.S. Food and
Drug Administration approves the drug for market.

Starting in the mid-1980s, the federal government adopted severa laws that extended the
effective lives of drug patents. Combined, various laws of the 1980s and 1990s (Hatch-Waxman
Act of 1984, Prescription Drug User Fee Act of 1992, the Uruguay Round Agreements Act of
1994, and the Food and Drug Modernization Act of 1997) have added 4.4 to 5.9 years of
effective patent life. Effective patent life now averages 13.9 to 15.4 years.>* (See Figure 4)

Figure 4

Growth in Effective Patent Life or Market Exclusivity
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Source: National Institute for Health Care Management, "Prescription Drugs and Property Rights,”
2000.
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These patent extensions create a windfall for drug companies. For example, a pediatric
exclusivity provision contained in the Food and Drug Modernization Act of 1997 gives Six
months of extra monopoly patent protection, or exclusivity, to a drug in return for the
manufacturer conducting studies on the safety of the drug for children. Critics of the provision
complain that it creates a lucrative incentive for companies to test their most valuable drugs on
children, rather than those drugs most needed by children.

Indeed, drug companies are gaining the six-month bonus by testing some drugs that treat
conditions uncommon in children, such as arthritis, ulcers and hypertension. For instance,
pediatricians wrote less than 1 percent of the prescriptions for Glucophage, an adult-onset
diabetes drug, and Vasotec, a hypertension medicine. The six months of extra exclusivity won by
these drugs is worth nearly $1 billion in sales.®

Because the pediatric incentive delays the introduction of lower-priced generic drugs, the FDA
estimates that it will reward drug companies with $592 million per year in additiona profit and
cause consumers to pay an additional $14 billion over 20 years in higher prices.®® (For more
complete analysis of pediatric exclusivity, see http://www.citizen.org/ congress drugs/
pediatricexclusivity.html)

IX. High U.S. Drug Prices Don’t Necessarily Mean More R&D

The pharmaceutical industry is a globa industry dominated by large multinational companies.
Since the 1980s, U.S. pharmaceutical companies have merged with or acquired significant stakes
in European firms, and vice versa. All drug companies, regardless of where their national
headquarters are located, charge higher prices in the U.S. market. That doesn't mean, however,
that R&D will diminish if U.S. prices are moderated, as PhARMA President Alan Holmer has
declared.

There are several reasons why. For one, profit margins are large enough that reducing them will
still leave plenty of money for research. For another, cutting research is anathema to a drug
company. It means walking away from new and potentially lucrative drugs. And that seems an
odd course to take at a time when research is becoming quicker because of advances in
technology and thus, cheaper.

“A decade ago, a good research chemist could produce 50-100 new compounds a year. Today
with standard combinatoria chemistry, the same chemist can turn out a couple of thousand
compounds a year,” according to industry analysts at PricewaterhouseCoopers. “Meanwhile,
high-throughput screening has massively accelerated the speed at which compounds can be
tested to identify the most promising molecules.” >’

The upshot of this move towards “e-R&D”? New technologies “will enable drug manufacturers
to accelerate the selection process, reduce the costs of preclinical and clinical studies, and
increase their overall chance of success. We estimate that they could collectively save at least
$200 million and two to three years per drug.”°®
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In addition, the drug industry will soon enjoy a “demographic tailwind” as the Baby Boom
generation hits retirement age and consumes more prescription drugs. “The fundamentals are
massively positive,” said Tom McKillop, head of AstraZeneca, the company that makes the
world's best-selling drug, Prilosec. “We've got huge increases in the number of elderly. And
we're at a new phase of pharmaceuticals. Discoveries now involve the chronic degenerative
diseases like Alzheimer’s... The science has never been more exciting.” *°

Price and profit controls — which exist in virtually all European countries — haven't hurt the
thriving drug industry in Europe where companies such as Glaxo Wellcome, Novartis, Aventis,
AstraZeneca and Roche all have revenues that put them in the top 10 companies in global drug
sdles. (There are five American and five European companies in the top 10.)%°

While it is true that many European companies have substantial sales in the U.S,, they ill
maintain robust R& D activities, despite the price controls in the European market.

A recent study by the Tufts Center for the Study of Drug Development notes that 49 percent of
107 new chemical entities it reviewed were first approved for market in the U.S.5 This suggests
that a mgjority of new NCEs are developed outside the U.S. If that’s the case, then it appears that
R& D operations of European companies are indeed healthy despite price controls.

This conclusion is supported by data concerning new drugs and the home-base of the companies
that are bringing them to market. As Figure 5 shows, European-based companies have produced
more new molecular entities (NMEs, which are similar to NCEs) in the last decade than
American companies. While some important facts are not reflected in this data — such as where
the European companies actually conducted their research and sold these drugs — the numbers do
support the assertion that European companies have strong R&D activities, while operating
under price controls.

There are many factors that shape R&D and government regulation of pricesis just one of them.
As a GAO report concluded: “[D]rug prices are only one of many factors that influence
pharmaceutical R&D. Therefore, pharmaceutical spending control policies can coexist with a
strong research-based industry, even though by themselves such policies would decrease R&D
spending.” 2

Any debate about prices and R&D must address not just the average cost of R&D per drug, but
also the more important question of whether prices are already too high or are increasing too fast.
In addition, any debate should look at whether dollar returns on R&D investments are more than
enough to continue to induce investment in drug research.

On this last point, the OTA study was clear and unequivocal — returns were more than enough to
stimulate investment. Specifically, the OTA found: “Each new drug introduced to the U.S.
market between 1981 and 1983 returned, net of taxes, at least $36 million more to its investors
than was needed to pay off the R& D investment.” ®3
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Furthermore, the OTA said, “The long-run persistence of higher dollar returns... than the amount
needed to justify the cost and risk of R&D is evidence of unnecessary pricing power for ethical
pharmaceuticals.” ®

Figure 5
New Chemical or Biological Entities
Placed on the Market According
to the Nationality of the Company
1990-1999
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Source: European Federation of Pharmaceutical Industries and Associations, The Pharmaceutical
Industry in Figures, 2000. A drug is defined as a new chemical or biological entity if it has never
before been marketed regardless of dosage form.

Finally, the OTA said it's not clear whether a reduction in R&D spending would necessarily be
harmful. “Whether a decrease in R&D would be good or bad for the public interest is hard to
judge. It is impossible to know whether today’s level of pharmaceutical R&D is unguestionably
worth its cost to society [in high prices].” ®°

It could very well be that some research can wither without significant consequence. Section VI
showed that the majority of drugs that companies bring to market are not drugs that represent
important therapeutic advances. Rather, most are me-too drugs that replicate already successful
drugs so that different companies can gain a cut of a burgeoning market. Some industry critics
argue that less research on me-too drugs would improve the overall quality of industry research
and decrease clutter in the market.

X. Advertising, Not R&D, Is the Drug Industry’s Fastest Growing
Expenditure

Since Senator Estes Kefauver's groundbreaking hearings into the business practices of U.S.
pharmaceutical companies in the late 1950s, the industry’s investment in marketing to gain and
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maintain market share has been well documented. Public Citizen's Health Research Group has
exposed the negative impact on consumer and patient health that the industry’s dick and all-but-
unregulated marketing practices produce (see www.citizen.org/hrg/publications/drugs.ntm then
scroll down to “promotion” for a list of publications). Since the FDA relaxed standards for
Direct-to-Consumer (DTC) TV ads in 1997, drug advertising — and its negative consequences —
have escalated rapidly.

As a result, promotion and advertising have driven drug expenditures higher and higher. And
while it's impossible to pinpoint (because of industry secrecy) how much of the industry’s R&D
costs are actually market research, we do know the following:

In 2000, the 11 Fortune 500 drug companies devoted nearly three times as much of their
revenue to marketing and administrative costs (30 percent of revenue) as to research and
development (12 percent of revenue).®®

Drug industry spending on DTC advertising increased at a far greater rate (38 percent) in
1999 than spending on research and development (14 percent).®’

One blockbuster drug was hyped more than Coke and Bud: After the FDA relaxed its
rules on TV advertising in 1997, Schering-Plough spent $136 million in 1998 advertising
its allergy drug Claritin. That’s more than Coca-Cola Co. spent advertising Coke, or
Anheuser-Busch spent advertising Budweiser that year.®

Prior to the FDA'’s relaxation of the DTC standards the drug industry spent $791 million
on advertising in 1996. It is estimated that DTC spending totaled $2.5 billion for the year
2000, an increase of 216 percent over 1996 and 39 percent over 1999.%° (See Figure 6)

Increased advertising seems to be playing a big part in increased spending on drugs. The
25 most-advertised drugs accounted for 41 percent of the increase in overall 1999 drug
spending. "

It's clear why drug companies are spending more and more on advertising — it works. In a
1998 IMS Health survey of physicians, 97 percent of allergists said their patients were
influenced by DTC advertising.

In a UCLA survey, 92 percent of consumers said they had heard of Claritin; 25 percent
said that if their doctor advised against prescribing a particular drug they would switch
doctors. "

Advertising is becoming more important to drug companies: The drug industry is shifting
the core of its business away from the often unpredictable task of creating drugs and
toward the steadier business of marketing them. Marketing of Viagra to heathy young
men is an example of how the industry is pinning its future less on new products and
more on persuading people to buy the pills already being sold. "
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Figure 6

Direct-to-Consumer Ad Spending
by Drug Companies
(1996-2000)
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Source: IMS Health figures made available to Public Citizen on April 18, 2001.
Note: 2000 figure estimate based on DTC spending through October.

XI. Conclusion and Recommendations

The prescription drug industry is arguably America’'s most government-coddled industry. It
receives a 20-year monopoly patent on the drugs it develops, permitting companies to charge
whatever the market will bear for life-saving drugs. The industry is one of the least taxed in
America, yet it has the highest profit margin of al industries — three times the average of all
industries. It claims to be a high-risk industry, yet for almost two decades it has topped the profit
charts by a factor of two and more recently three. Taxpayers fund significant amounts of the
research that results in new drug discoveries, but demand next to nothing in return — not even a
simple accounting of our investment. It is time to form a new relationship on behaf of
America s consumers between our government and the drug industry.

The financial outlook for the prescription drug industry has never been healthier. In 2000, the 11
largest drug companies netted $28 billion in profits — a 15 percent increase in their return on
revenue over 1999. (See Public Citizen's report at:

http://www.citizen.org/congress/drugs/factshts/mostprofitable.ntm).  The profits of one drug
company, Merck ($6.8 hillion), were larger than the combined profits of al the Fortune 500
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companies in each of the following industries. airline, entertainment, metals, food production
and hotel/casino/resort industries.

And the picture looks just as rosy, if not rosier, for the future. As Fortune magazine noted in a
recent issue, “Never has an industry had brighter long-term prospects...pharma is highly likely to
match or exceed the past decade’s performance, in which it generated average annual returns of
25 percent. In a queasy economy, that’s powerful medicine indeed.”

Public Citizen believes that it is essential that America maintain a strong and vibrant prescription
drug industry — one that provides healthy but reasonable profits to attract investors. However,
this report shows that there is no essential connection between high prices and revenues for the
industry and the invention of new medications. The industry has massively overstated the
amount it spends inventing new drugs. It devotes much more of the revenue it takes in to paying
dividends to its stockholders and to promoting drugs it has aready created than it does to
inventing new drugs. It leaves much of the truly pioneering research into deadly diseases to
publicly funded researchers at the National Institutes of Health and universities around the world.
And the drugs the industry “invents’ are more likely to be knock-offs of drugs already on the
market than they are to be new cures for a deadly disease.

In light of this situation, Public Citizen makes the following recommendations to Congress:
A. Drug Price Cost Containment

1 Medicare cost containment: As Congress debates enacting Medicare
prescription drug coverage there is a deafening silence about giving Medicare the
authority to negotiate drug prices as it aready negotiates hospital and physician
payments. If the Departments of Defense and Veterans Affairs can negotiate
deep price cuts there is no rationale for prohibiting Medicare from doing the
same. Yet no major bill proposes such authority because of the power of the drug
industry over lawmakers. As recent Congressional Budget Office projections
show, given the rising cost of drugs and the budgetary limits placed on a drug
benefit, it will be very difficult to construct a benefit that is generous enough
along with premiums and cost sharing that are low enough to attract a sufficient
number of Medicare beneficiaries to make the program viable. The logica
solution is to reduce the cost of drugs. There are different ways to alow for
Medicare negotiated prices — the bottom line could be a savings that is 30 percent
to 40 percent greater than that anticipated under current Democratic reform
proposals using a pharmacy benefit manager model. The Merill Lynch
investment company noted in a 1999 report that such savings would result in a net
revenue loss to the drug industry of only 3.3 percent because lower prices would
stimulate greater demand.

2. Reasonable pricing of drugs developed with taxpayer support: Drug
companies should be required to sell drugs that have benefited from taxpayer-
funded research at reasonable prices to al, including the Medicare program.
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Reasonabl e prices would be determined in a fashion similar to that used in other
advanced industrialized countries. Drug companies would be required to submit
price applications in which they would propose a price at which they planned to
sdll their drug along with ajustification for that price. The justification would
include alisting of the research and development expenses by the company, a
detailed accounting of therole of federally-funded research in the development of
the drug, and the anticipated therapeutic benefit of the drug. The reasonable price
would be set such that the company would receive a healthy but reasonable profit
above and beyond its expenses. In determining a reasonable price for adrug, an
examination would also be made of the price of drugs in the same therapeutic
classin the U.S. and other advanced industrialized countries. The reason that
taxpayers fund government research through the National Institutes of Health
(NIH) isto develop cures for dread diseases. Clearly, NIH research does little
good if consumers cannot afford the drugs that were developed with our tax
dollars. This proposa would benefit all those who rely on essential medications,
not just Medicare beneficiaries.

Payment based on the value of drugs. As discussed in this report, much of the
research and development and advertising by the drug industry is for the
production and marketing of me-too drugs, which represent little or no therapeutic
improvement over existing drugs. FDA should require studies of the comparative
efficacy and safety of drugs as a condition of their approval. Medicare should not
cover new drugs unless there is scientific documentation of a therapeutic
advantage over older approved drugs. For drugs that show a genuine therapeutic
advance, Medicare would cover the drug and negotiate a fair price based on the
new innovation. If Medicare were to do this, then a Medicare drug benefit would
not hinder genuine innovation, as the drug industry has asserted, but might act as
an inspiration to innovation. In the event that Medicare were unable to create a
system of negotiated payments based on a drug’'s value, then studies of drugs
comparative value could be conducted through the Centers for Education
Research and Training (CERT) created under Food and Drug Administration
Modernization Act of 1997 (FDAMA). CERT sites are independent, academic
centers that given adequate funding could evaluate the comparative vaue of
drugs. Private payers should use the work of the CERT sites to set their coverage
policies for new drugs as a way of controlling costs in the private sector and
creating an incentive for innovative research.

B. Industry Transparency & Preventing Conflicts of Interest

1.

Better tracking of taxpayer developed drugs: Legidation must be enacted that
requires the NIH to maintain a public record detailing the extent of federaly-
funded support towards the research and development of new drugs. By forcing
the NIH to formally track the role of research it funds in the creation of new
drugs, the public will be better able to hold the industry accountable for how it
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uses the research it is given and be able to seek compensation for such public
assistance in the form of reasonable prices for drugs.

Require disclosure of the cost of R&D: Since drug industry claims about the
cost of R&D play such a prominent role in its campaign to oppose Medicare drug
coverage and Medicare-negotiated drug prices it would be very valuable for the
government and private sector to be able to determine how much it costs for the
industry to develop new medicines. Currently, only Congress may subpoena drug
company financial records to determine what the industry spends on R&D —
authority it has not used. The General Accounting Office also should be given
such authority in order to determine if the numerous government programs that
purchase drugs are being defrauded.

Require disclosure of best prices: The public debate over what can be done
about the high price of prescription drugs for U.S. seniors and other consumers
has been stymied by a lack of information about the discounts that the industry
offers its most favored domestic and foreign purchasers. Legidation should be
enacted that would force the industry to reveal to policy makers the lowest prices
it charges to purchasers here and abroad.

Prohibit drug researcher conflicts of interest: Oftentimes, researchers use non-
profit institutions to apply for government research grants, but then enrich
themselves by funneling the results of that research to for-profit companies that
they control or are employed by. Congress should enact legislation to prevent
such abuse of the taxpayer trust. Or, if Congress is unwilling to prohibit such
conflicts of interest, it should require grant recipients to fully disclose them.

C. Ending Corporate Welfare

1.

End the pediatric incentive for all new drugs: Pediatric exclusivity is a
provision in current law that gives drug companies an additional six months of
monopoly marketing protection for testing drugs in children. If this provision is
reauthorized this year it will mean $29 billion in additional revenue for the brand-
name drug industry over the next 20 years. This provison should not be
reauthorized. Instead, Congress should grant the FDA authority to require that all
new drugs likely to be used in children be studied for safety and efficacy in
children as a pre-condition of marketing approval. The FDA has estimated the
annual cost of conducting those studies if they had been required between 1993
and 1997 a $80 million.” This is a modest cost in exchange for lucrative
monopolies granting the rights to market a prescription drug. The amount
represents less than one-half-of-one-percent of the $28 billion in profits earned by
the top 11 drug companies in 2000. For more on this go to:
http://www.citizen.org/congress/drugs/pedexclusivityfactsheet.html.
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2. No patent extensions/no patent abuses: The Hatch-Waxman Act, which was
passed in 1984, has been described as legidation that balanced the public’s need
for access to lower-priced generic drugs and the brand name drug industry's need
for adequate revenues to fund the research and development it uses to invent
medications. However, in the years since the Act was passed the drug industry
has exploited loopholes in the law to extend their lucrative patents on drugs in
ways that were not intended by the Act. One of the loopholes in the law is a
provision that prevents a generic from coming to market for 30 months after a
lawsuit for patent infringement has been filed against them by a brand name
company. The industry exploits this loophole by filing frivolous lawsuits against
generics -- thus delaying the entry of competing products by at least 30 months.
This provision in the Hatch-Waxman Act should be revised so that brand name
drug companies can only receive protection from competition if they can provein
a court of law that there is a good reason that a competing generic ought to be
kept off of the market. This change is contained in legidation pending before the
U.S. House and Senate, the Greater Access to Affordable Pharmaceuticals Act,
Schumer-McCain/Brown-Emerson, S. 812/H.R.1862.

C. Comparative Drug Information

1 Require the FDA to estimate the therapeutic value of new drugs: In order for
the public and private sectors to be better equipped to negotiate lower drug prices,
better information is needed about whether new products may offer a therapeutic
advantage over older drugs or are smply me-too drugs. This would be similar to
the system used by the FDA prior to 1992 in which it distinguished between drugs
that represented an “important therapeutic gain, a “modest therapeutic gain,” and
“little or no therapeutic gain."

2. Analyze the compar ative value of all currently-approved prescription drugs:
Congress should require the FDA or else establish a private entity to study the
comparative value of all prescription drugs so that consumers, payers, and doctors
can be better informed. If funding for the Centers for Education, Research and
Training (CERT) established under FDAMA were increased, they could do this
research. As a condition of federal support, academic medical centers could be
required to use this unbiased information in educating medical students and in
continuing medical education so that doctors can make distinctions between “me-
too” and breakthrough drugs in their prescribing decisions. Also, such information
would be made available to medical insurance payers so that they could make
better decisions about which drugs to cover.

E. Regulate Drug Company Advertising and Promotion

1 Require FDA to promulgate regulations for direct-to-consumer (DTC)
advertising: As this report shows, drug company advertising to consumers plays
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Acyclovir is used for the treatment of herpes simplex virus (HSV) infection. Acyslovir is not only a much
more effective inhibitor of HSV replication than previous antiviral drugs, it was the first to specifically inhibit
replication of the virus without interfering in the ccll’s replication. Becanse of this specificity, and unlike the
earlier nonspecific antivirals, its toxicity to the patient is very low. The main arcas of research used by
Burroughs Wellcome (BW) scientists to preduce acyclovir were the virology of HSV, the characterization of
the enzymes of DNA replication, and the synthesis and use of nucleoside analogs as antimetabolite drugs.
The development of several specific eell culnure techniques for growing and testing the virus were necessary
as well. The discovery of acyclovir was based on acquired scicntific Imowledge rather than on the
observation of an unexpected action by another drug or e action of & naturally occurring substance. Only
when the understanding of HSV and of DNA replication and cell division had reached the point where 2
degres of rational design could be used was the first generation drug, aad later acyclovir itself, produced.

HSV was isolated from oral and genital lesions in the 1920s. Once identified, it was shown to be widespread
and responsible for several different diseases. HSV canses cold sores and a common venereal discase ina
large percent of the normally healthy population. If it infeets the eorncs and conjunctiva of the eye, there will
be recurrent outbreaks which eventually can cause loss of vision. Various newrological syndromes can occur,
chiefly encephalitis. All of these symptoms mwpecial]ysevmmdpasiswutinm and in
smmumosuppressed patients, where HSV can cause massive outbreaks of sores at the local point of infection
or disseminated infection throughout the body. Additionally, it may cause aborticns and birth defects, and
was thought at the time acyclovir was developed to be oncogenic. The clinical and basic research describing
these discases demonstrated that HSV was an appropriate target for industry antiviral drug development.

Around 1930, a European scientist showed that cold sores were the result of a virus, and people with
recurrent outbreaks had antibodies against this virus in their blood. In the 1960s, ths structure of the HSV
particle and its mechanism of budding from cells was described. Researchers in NIH-supported laboratories
foumd that HSV enters nearons through their codings in the skin, remains permanently latent in the central
nervous system, and reactivates from these nourons to produce the skin lesions and other complications.
European scientists first reported that HSV's penome is a large double strand of DNA. Subsequently the
yiral DMA was sequenced and mapped, and the mechanism of its replication was described. A large mmber
ofgmeswmdismvmed.mdthcirmpmssionmsmdicdaudmlatedtophas:sofﬂmvimlljfcc}ule. HEV
was found to encods its own enzymes for DNA replication, rather than using cellular enzymes as some
viruses do. The two viral enzymes which are specifically inhibited by acyclovir were amnong those that were
detected, purified and characterized. This understanding of HEV's life cycle was gained through research in
publicly funded academic laboratorics mainly but not entirely in the US. The knowledge and methods
developed in these labs permitted testing of acyclovir for efficacy and mechanism of action, diagnosis in
patients, and appropriate application of the drug to the particular manifestations of HSV infection.

During this time, the details of the synthesis of DNA by dividing cells were being discovered In the carly
1960s, the enzyme activities involved DNA replication were detected. Over the following ten years, the
details of DNA replication were worked out, zd the celfular enzymes DNA polymerase (pol) and thymidine
kinase (TK) were extensively characterized. DNA pol adds one nucleotide at a time to the growing DNA
chain during replication, while TK is one of a number of enzymes which prepare the nucleotides in the form
which DNA pol can use, Assays for measuring the activity of these enzyraes were developed ag this rescarch
proceeded. Closely following the progress with the cellular enzymes, HSV researchers detected and purified
the TK and DNA pol made by the virus, which are the enzymes that are inhibited by acyclovir. This work




was mainly performed in NTH-funded academic research labs, several of which were referenced in BW
literature for techniques of enzyme assay and purification. '

Monolayess of cells that were shown to be susceptible to HSV, as well as embryonated chicken eggs, were
used to detect HSV growth and isolate its enzymes. These methods were also used by the industry scientists
to test the inhibition by antivirals, and cell culture and plaque assay were used to test numerous compounds at
different concentrations and conditions. Then, appropriate animal disease modefs that mimic the patural
disease were used in the next phase of testing. All these assays and models were developed in academic
rescarch lahs. The BW scientists conducted extensive tests of the activity, efficacy, and concentration of
acyclovir in established cell lines, using their own modifications of previously developed assays.

A great deal of rescarch during the 1940s and 19505 .5 being directed towards developing antimetabolite
drugs - chemicals that poison growing cells . because of their potential usefulness against cancer, The
nucleotide bases were known by this time to be the constituents of DNA, and in 1954 a team of scientists at &
university in the U.S. showed that tumor cells incorporate nucleotides more rapidly than do normal cells.
Interest began to grow in nucleotide analogs - mucleotides with a chemical modification - as antimetabolite
druge which could inhibit DNA synthesis. The idea was that an analog which could be incorporated imto the
growing chain of DNA but would thex block any further elongation of the chain would mainkhy kil rapidty
growing tumar cells. Two different U.S. academic scientists developed the firsttwo nueleotide analog drugs
for treating cancer. Soon sfter, in 1959, another publicly fimded U.S. researcher synthesized the nucleotide
analog idoxuridine, which cventually wes found to have antiviral activity when applied to skin infecied with
HSV. This was the first elinically effective antiviral drug. However, its usefulness was Limited by its high
tomicity, sinee it acted by inhibiting DNA synthesis and therefore affected the cells of the body as well as the
virus.

Development of these drugs by the academic scientists interested BW in nucleotide analogs as replication
enzyme inhibitors. Alang with the growing understanding of enzymology and the enzymes of DNA
synthesis, stientists at BW were extensively researching the enzyme adenosine deaminase, and designing and
testing inhibitors of it. They found that & part of the chemical structure of nucleotides which is required for
normal DNA synthesis is not required for a nucleotide analog to enter the first step of the reaction, binding to
the enzymes, Therefore, these analogs offered & means of inhibiting the enzymes. One of the potential
inhibitors designed and tested by this team, the nucleotide analog acycloguanosine (acyclovir), wes found in
the UK labs of BW to have excellent and highly specific activity against HSV. .

In 1977, BW scientists published the article detailing their tests of the selective action of acyclovir on HSV
growing in czll cultures. To define and test the mechanism of action of acyclovir, understanding of the
existenee and mechanism of DNA pol and TK, and the discovery that HSV makes jts own enzymes with
distinet properties, was needed. The BW team demonstrated that acyclovir acts preferentially to inhibit viral
but not cellular enzymes in two weys: first, enly the viral TK activates the drug to a usable form; second, the
viral DNA pol is inhibited approximately 3000-fold over the cellular DNA pol. This paper refercaced 33
articles, 20 articles by researchers at United States universities receiving NIH and NSF support; 5 articles by
researchers at Eurapean academic institutions; and & articles by industry scientists. In 1978, a second article
W the actual synthesis of acyelovir, and it cited 13 articles, 3 from NIH supported labs, 7 from
industry, and 3 by forcign researchers. In this article, 5 papers from publicly funded research were citad for
nucleatide organic chemistry, techniques for which companies usually cite only their own'chemical methods,
not academic research.

After the production and in vitro and animal testing of acyclovir by BW scientists, clinical trials were




conducted by academic clinical institutions. Most of these were supported by 2 combination of NIH grants
and funds from BW, The drug’s efficacy was tasted for different manifestations of HSV infection, in
different modes of application, and for other herpes viruses. lmprovements in acyclovir’s effectivencss
through combination with other drugs were reported. The mechsnisms of acyclovir resistance in HSV strains,
which arise frequently in immunosuppressed patients, were studied. BW bas continued to synthesize now
forms of the drug and to test them for cfficacy and pharmacokinetic propertics, and these also were
incorporated into the research of academic virologists and clinicians. The delivery yehicle of the topical form
of acyclovir changed from DMSO to polyethylene glyeol to propylenc glycol, the use of PEG was described
by US academic scientists and the use of propylene glycol was described by European academics.




3 pas Lendigrto X and Testing of A i
USA = effiliatad with scademic institution or NIH in the US BW = Burroughs Welleome
Ind = indvstry or private foundation ‘ 2= referenced in HW's papers
Fm = forsign academic institution % = key ariicle :

Dalbeceo UsSA Jnvented the technique of producing viral plaques in monolayers of cells, widely
ussd to test the antiviral activity of large mumbers of compounds, [1952 PNAS
38:747-52]

Niven Fm Cell differentistion state and susceptibility to viral infection; first cultive' -m of

HSV in bugan calls [Bang & Niven 1958 Be.J ExpPath. 39:317]

Scherer USA Dﬁaﬁaﬂtbeus:d‘nmminufmomﬂsfwthemlﬁuﬁmufﬁnm[lgsa
Amer. J. Pathol. 29:113] National Foundation for Infantile Parulysis, Inc.

Tyrell Fro Dﬂfﬂﬂﬂnﬂutypﬁwmgﬂufuﬂdwdapmmtuﬁ'wtmhhﬂitywﬁm
deﬁnudmﬂulurcundiﬁunsmqtﬁmdﬁuwirnl growth, [Tyrell et al., 1958,
Brit ] Fxp Path. 39:178; Hoom& Tyrell, 1965, ibid 46:105]

Andrews Frn *Firstdmwudprﬁmmufmﬁbodiﬂinsmmmhupe&mdshnwed
rdnﬁansﬁpb&wmﬁmmdmmmtmﬁmﬂm.mofﬂmﬁmm
of growth of virug in cell cultures. [Andrews, 1929 Birit ] ExpPath. 10:188;
Andrews & Carmichasl 1930 Lancet 1:857.]

Kueera USA Deseribed growth of HSV in cell monolayers. [1966, Proc. Soc. Exp. Biol. Med
122:258.] NIH grants # CA-12197 and CA-12382.

Samv Fmn Showed fhat HSV bas a large, couble-stranded DNA genome. (1968, Becker ct
al. Virology 36:184.]

Keir , Gold Fm FirstdemmmmdindmﬁonoanNApulbyHSV.Shﬂwedthntﬂmpulwas
hnmmhgimﬂydiaﬁnﬂ&mthchmtmﬂpol. [Keir & Gold,1963 Biochem
Biophys Acta 72:263-76, Keir et al, 1966 Virology 30:154-7.}

Roizman USsA Duﬁmdthe&anmofthaHSngmc.mddmﬂauﬁtsgmewq:rm&im
Purified HSV specific proteins, permitting immumological studies of HSV. [Fictf
et al. 1971, J. Virol 8:125; Frenkel & Roizman 1971, 1. Virol. 8:591; Spesr &
Roizman 1972, J. Virol. 9:143)  NIH gremts # CA-08494 and CA-19264; NSF
grants # BMS73-06940 sand GB38799; U. Chicago Cancer Research Ctr. CA-
14599 Amer. Cameer Soc. VC1031

Nahmias UsA Antibodies to HSV-1 and -2 permit ideutification of the virus mn clinical
specimens. [Nahmias ct al., 1970 Am. 1. Epidem. 91:539.] NIH CA-11433, cC-
00555, N5-22301.




Kit, Dubbs USA

Bastian, Tralka USA

Barringer JSA

Overall USA

Honess, Watson Fm
Purifay UsSA

Huang UsA

Maley - USA
Komberg USA
Kegsel USA
Lerman USA
Livingston USA

*Cited for describing the HSV thymidine kinase activity and an assay for it
[#:Kit & Dubbs ‘63 Biochem. Biophys. Res. Comm. 11:55; sDubbs & Kit 64
Virology 22:493.] NIH grant CA-06829-02 and 06656-01; NSF GB620; Amer.
MedicalAmaERF?l;gantﬁ-umtthmkmiaSmiuty '

Demonstrated that HSV is latent in ganglia [Bastian et al., 1972 Science
178:306.] NCT intramural

Demonstrated that HSV is latent in neurons of the sacral ganglions. [Barringer,
1974 NEM 291:828.] VA bospital; Naticnal Muitiple Sclerosis Society.

In mmimﬂmodcl,mmmmtaﬁnlﬁmrmﬂtﬁummaﬁvaﬁmoﬂmtvims
in the nervous system. [Stanbury et al,, 1982 T, Infec. Dis. 146:397.] NIH Al-
42524, AI-10217.

Isolated HSV TE. [1974, J.Gen. Virol 22:171; 1977, I.Virol, 21:584.]

First purification of HSV-cucoded DNA pol. [Purifiy & Schaffer, 1975
1.Virol 16:498; Powell & Purifoy, 1977 J.Virol 24:618] NIH PO1CA-10893

Cited for method of purifying DNA pol. [« 1975, J, Virol. 16:298.] NIH grants
NHLI-72-2911, Al-12717, and fellowstip F22 CA-04032

Early description of mechanisms and principles of enzyme action. (Monod &
Jacob1961 Cold Spr. Harbor Symp Quant. Bio 26:38%.)

Described cellular thysridine kinese (TK) sctivity [Maley & Maley 1962
Biochemistry 1:847) NIH # CA-5115; Am, Heart Ass

*Described several distinet DNA polymerase (pol) activitic2 i bacterial cells,
distinguished the main pol of replication, its physical properties and mechanisms,
snd the mechanism of its use of INTFs [Bruttag et al, ‘71 FNAS 68:2826;
Englund et al. ‘69 J. Biol. Chem. 244:3045& 3048; Dentscher & Komberg *69 1.
Biol. Chem. 244:3019,Gefter ot ul. 71 PNAS 68:3150.] NIH RO1GM-07581

Cited for gssay of levels of nucleoside phosphorylating activity. [#sKeseel, 1968
I Biol Chem. 243:4739] NIH grants # PH 43-66-541, C6516 (NC])

Cited for assay of pol activity. [4&Altmm & Lermag 70 1. Mol. biol. 50:235]

NIH GM-13767; NSF GB-4119; Altman was supporicd s a University Fellow
at U, Colorada.

#Purified the main polymerase of cellular replication and described features of
its mechanisms. [Livingston et al. 1975 J.Biol.Che.250:) NIH grant # Al-
060435,




Cheng, Ostrander USA Ctited for method of preparation of cytosol fractions o assay phosphorylation by
TK. and for techmicque to purify HSV TK from cells, [&slee & Cheng, 1976
1Biol.Chem, 251:2600; £2Cheng & Ostrander, 1376 ibid 251:2605] NIH grant
# CA-05298, CA-13038; Amer.Cancer Soc. #CH-29 . -

Cantarow,

Paschids USA Tumoar cells incorporate nuclecsides more rapidly then normal cells [Cantarow &
Paschiiz, 1954]

Heidelberger ~ USA Designed end tested - e of the first nucleoside analog anfimetabolites, _
fHuorowrscil, in collsboration with Hoffman-La Roche chemists [Heidelberger et
al. 1957 Nature 179:6631

Deker USA Desigaed and tested the mucleoside analog eytarsbine [Walwick et al. 1959]

Prusoff UsA Designed and synthesized the first pucleoside analog antiviral agent, idoxuridine.
[Prusaif, 1955, Biochem Biophys.Acta 32:295.] CY-3076

Preiss, Handler  USA CimdinmyBWnﬁclesfwurgmicsynthnﬁomuﬂmds.[bPrdss&Mﬂ

1957 JBC 225:759.] NIH grent # RG-91; coutract with Atomic Energy
Commission and Duke U. # AT-(40-1)-289,

Flaks USA Citad for synthetic methods. [#sFlaks et al, *57 JBC 22%:201.] NIH, NCI, FHS
and NSF suppart acknowledged but no grant #1 given.

Saspmiller USsA Cited for crgenic synthesis methods, [#:Scegmiller ct al, 1967 Scicore
155:1682.]

Rozenberg Fm Cited for organic synthesis methods, [#sHolmsen & Rozenberg, 1968,
Biochem.Bicphys.Acta 157:266.]

5. Dmg development and testing.

Scientist Affiliation Contyibution,

Schaeffer BW Destribed the organic synthesis of acyclovir, and reported toxicity testing in

animals, [Schaeffer «t al., 1978, Nature 272:583-5]

Elion BW Dmibndthemmhmiofmﬁmofacydmiruuviralpulymﬁmmd
tymidine kinase, und demonstrated preferential inhibition of viral rather than
mﬂlﬂnrrepﬁuﬁmthruushwmiﬁaimﬁmﬁm\ﬁthbmh enzymes, [Elion et al,
1977, PNAS 74:57116-20.]

DeClercq Frn Extensive testing of acyclovir sensativity of diffevent strains of HSV. [DeClercq
et al., 1980, XInfDis. 141:563.]




6, Clinjeal trigls

Scientist Affiliation Contribytion

Benjamin USA Cited in elinical trials for viral assay and typing in clinical specimens, (1977 J.
Clinical Micro. 6:571]

Crumpacker USA Clinical trial of effectiveness on primary lesions, [Crumpacker et al,, 1979
Antimicrob.Ag, and Chemo.15:642.] NTH grant # CAl 3431; grant from BW.

Carey, Nahmias  USA Clinical trials of scyclovir. [Corey et al., 1982 NEMM 306:1313; Corey et al,,
1983, Ann.Int, Med. 98:914.] NIH grants # AI-14495 end AJ-20381; grant from
BW. ‘

Meyars, Wade  USA Efficacy trials of aral and intravenous ecyclovir for HSV smd CMYV infections,

mpm:inﬂyinimmuncsuppmdpnﬁmt;ﬁuqumcyufuaistantHSV strains with
multiple treatment cyeles. [Wads et al., 1982 Am Intern.Med. 96:265; Meyers et
al 1982 Am T Med 73:229; Wade et al,, 1983 1Inf Dis, 148:1077; Wade et al,
1984 Ann Intern.Med. 100:823.] NIH CA-18029 and CA-26966.

Whitley UsA Efficacy trial for severe and neonatal HSV infection [Whitley et al., 1982 Amer,
T, Med 73:165.) NIH graut # Al-12667, CA-13148 end RR-032; grant from BW. -

Fiddian, Mindz! Fm Efficacy in primary herpes infection. [Mindel et el. 1982 Lancet 1:697; Fiddian et
al., 1983 J. Antimicrob. Chemo. 12:67; Minde] et al, 1984 Lancet 2:57.}.

Brysm USA Efficacy of oral acyclovir in genital nfection. [Bryscn et al., 1983 NEIM
108:916: Reichmsn ot al., 1984 JAMA 251:2103 ]

Pagmo USA Efficacy tria! for EBV [Pagano etel, 1983 J. Antimicrob.Chemo. 12, SupplB:113;
Pagano & Datta 1982 Am JMed 73:18.. MNIH grant # AI-17205; graut from L
BW. #]. 8. Pagano referenced as the source of HSV for testing in Elion et al
1977,

Mertz USA Efficacy triel of oral acyclovirin genital herpes [Mertz et al. ‘84 JAMA
252:1147) '




Captopril (Capoten) and Enalapril (Vasotec)

Captopril and enalapil are drugs that control hypertension by inhibiting an eazyme (ACE) that is critical in
biood pressure regulation. Hypertension is a complex disorder which can be based on the malfunction of
several normal mechapisms, and the primary initiating causes of it are still not entirely understood. Left
untreated, hypertension causes progressive damage to kidneys, heart, and systemic biood vessels. Captopril
and enalapril arc highly effective in breaking the chain in the system that is involved in up t0 70% of
hypertension. Captopril, developed by Squibb, is 2 novel drug resulting from an extended research effort
Enalapril, made by Merck, is an improved ACE iphibitor based on an alteration of the chemical structure of
captopril, so the development of these two drugs i combined in a single story. The discovery of ACL
inhibitors began with a natural substance, but the production of captopril was one of the earliest successful
cxamples of rational drug design using molecular modeling to provide the lead.

In addiﬁontourgauicchcmistty,thﬂcisombmud field of research which underlics captopril and enalapril
discavn-_-,r:thesmdyofﬂwhnmmmnin,mgiomﬁnmdﬂdnstﬂmc(ﬂmRIMAsysm)mdmsk
involvement in hypertension and cungcsﬁvel_:ﬂrt failure. Also, at one small put crucial point, very basic

development of captopril. As early as 1893,thzﬁdneywassuspodedofinwlvmmtinhypmﬂan,mda
mbsummmﬁumﬁdnmwmnhrﬁsdblmdpmmmjnmhbitswasmedm In the 19305, the
idmofarmalsourmofhyp@rmsionwaswvivedbynUSresearchgmup,whoisolntedminandshowcd
that it strongly elevated blood pressure. AboutSymlm,afureignmdaUSmbaﬂlfoundthanmin
h‘mmmnmnﬁvaHmMPNMWhichwmuymmmdmgim Angiotensin increases
blood pressure by its very powerful constricting cffect on arterics and capillaries. In the mid-1950s, NIH-

enzyme converts angiotensin I (AT) to the active form, angiotensin 1T (AID. They had discovered angiotensin-
mnv:r&ugmzyme(ACE),thnmzymuwhichisinhibinbympMpﬁImdenalaprﬂ. A mumber of Iaboratory
modclswucd:velopndalougthewuybyﬁ:isgmup,whiahmﬂ'wmusudbySquibbandMnrckinthﬂirdmg
tests. Thﬁeindudedthcuseofsﬂipsofgtﬁnmpigﬂ:umforiniﬁnltnstofinhibimlycﬂ’mt,audaevcrultat
and dog models of hypertension, for which US and foreign academic researchers are refercnced in the
companies’ publications. ‘

In 1962, researchers in Europe found that a snake venom had the effect of relaxing blood vessels, therchy
rapidty lowering blood pressurc. These scientists subsequently localized ACE to the lungs, and showed that
the substance in snake venom blocked the conversion of Al to All by inhibiting ACE. Scientists at Squibb
isolated the active molecule in the snake venom and called jt teprotide. Although it did not prove feasable as
a human drug, it was used in many studies of the involvemeat of renin and AUATI in hypertension, many of
which were conducted in US academic labs. During this time, an NIH-funded scientist in the US showed that
another hormone made in the kidney, aldosterone, is involved in blood pressure regulation by causing the
kidney to retain sodium and increase the blood volume. In addition to its vasoconstrictive effiect, this
researcher and his group found that angiotensin also induces aldosterone secretion by the kidney, thereby
increasing blood pressurs by a second mechanism. When Squibb developed teprotide, the company scientists
provided it to this academic group in the clinical trisls which were the first to show that ACE inhibitors could
decreass blood pressure in humans. This academic rescarcher and the many scientists wha warked in his
laboratary played a central role in working out the R/AJA mechanism of hypertension and convincing other
medical researchers of its impartance, They performed many animal and human studies both before and after
the discovery of teprotide which were critical ta the understanding of blood pressure regulation, and
performed many clinical studies of captopril as well.
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Another system of heart and biood pressure regulation had besn discovered 3 few years earlier, the adrenergic
system, and drugs known as “[-blockers™ had been developed to control it. The concept that the R/A/A
system could be the cause of hypertension at first was discounted by most researchers because the adrenergic
system alone was thought to explain the condition. A large number of animal and clinical studies ensued
using the B-blockers, teprotide, and several drugs which act at other steps in the R/A/A system, and the
importance of renin, angiotensin, and aldosterone in maintaining normal and hypestensive blood pressure was
slowly acceptad by the medical community. These studies, in the large laboratory mentioned above and in
several others, also revealed that the two systems ars finked through the involvement of renin, and bega o
show the significance of hyperteasion in congestive heart failure. Several important assays, for renin,
aldosterone, and the relative concentration of Al and AlL were developed along the way. The majority of
these studies came from US academic labs receiving public funding, with scveral foreipm academic ar
Squibb. group contributions as well. Sinee market potential is needed for a company to begin an R&D effort,
the incteasing evidence of the importance of the R/A/A system in kypertension, kidney and heart discase was
a factor in the decisions of Squibb and Iater of Merck to push their efforts to develop ACE inhibitor drugs.

The Squibb group worked for the next six years to improve on teprotide. Their breakthrough idea came when
a US academic labuﬁthNH{ﬁmdingdisoovﬂtdminh'bimrofubavin:mzymethatis related to ACE. They
published structural data and a model proposing that the inhibitor fit into the enzyme's active site. The
scientists at Squibh made a chemical series based on the inhibitor, and found onc that wealdy inhibited ACE.
Finally, they designed a model of ACE and inhibitor interaction based on the structural model of the bovine
cnzyme. The necessary data for the Squibb group to make this mode] came from the studies of another NIH-
funded US academic lab on the structural and catalytic properties of ACE. The Squibb group, with data from
their own inhibitor studies, used computer graphics to predict inhibitor structures that would bind better to

the ACE active sits. From this modcl, they synthesized a series of potential inhibitor molecules to test, and
the result was captopril.

In 1977, Squibb scientists published the description of the modeling, synthesis and initial in vitro and animal
testing of captopril. They demonstrated that eaptapril inhibits the action of ALl and lowezs blood pressure
hypertensive rats. This article refercaces 15 papers, 4 from US universities receiving NIH funding, 7 from
their own or other industrial labs, and one article by rescarchers at a European university. The US articles
were cited for background knowledge, clinical trials with teprotide, and mechanisms of ACE action and
testing. In 1978, they published two detailed revicws which describe extensive enzyme activity smdies and
animal testing, in which they acknowledge the many academic research groups whose work they drew upon.
The majority of these were publicly funded US rescarchers,

The first clinical trial of captopril was performed by a Swiss research group in collaboration with Squibb
rescarchers. Subsequently, captopril was used in a large number of studies revealing the fundamental
relationship of AIl to several aspects of hypertension and congestive beart failure. Clinical studies also
showed the importance of detzrmining whether the mechanism driving the hypertension is the R/A/A system
or the adrenergic system. NIH funded rescarchers developed a very effective dingnostic test, using a single
dose of captopril to measure the degres to which the R/A/A system is at fault, which was widely used in
choosing between the ACE inhibitors, the eta-blockers, and several other types of drugs that are available.
Several proups proved the importance of ACE inhibition in treating congestive heart failure. It is important
to the company to know when and how the dreg should be given so that its effectiveness and therefore the
demand for it is maximized The clinical trials revealed several side effects of captapril as well.

Scientists at Merck sought to modify captopril to remove some of the side effects. They made the




observation that the captopril molecule had a certain side chain shared by another drug that caused the same
side effocts, They synthesized a series of substitutions of this side chain, and tested them in vitro for enzyme
inhibition, then in animals for effect on blood pressure. This series produced enalapril, which has shightly
higher activity than captopril, with much looger duration of action. The article describing the design,
synthesis and initial testing of enalapril appeared in 1980. It contained 20 references, 9 to NIH fimded labs, 9
to their own and Squibb’s publications, and two to foreign rescarchers. US research papers were cited for
background knowledge of R/A/A, clinical results, and chemical and enzymatic methods.

The effectiveness of ACE blockade for lowering blood pressure was already proved as a concept with
teprotide and captopril. Clinical trials of enalapril were performed in both US pubticly funded labs and in
forcign medical institutions. It was shown to be effe~tive in lowering blood pressure, while lacking the side
effects of captopril. A US team saw that with Jong term use of enalapril, a persistent blockade of the R/AJA
system and therefors improvement in the hypertensive cycls occurs. The US rescarchers performing clinical
trials were supported by a combination of NTH grants and moncy from Merck.of obesity, alcoholism,
premenstrual syndrome, and various phobias and mental disorders.
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USA = affilint=d with acedemic institution or NIH in the U.8. £ = referenced in.SQ or MK papers
Frn = foreign academic institution % = key contribution :
SQ = Squibb ressarchers o = review article

ME. = Merck researchers

Bergmann Fm Described a substance from the kidaey, renin, which elevates blood pressure.,
[Tigerstedt & Bergman 1398 Skand Arch Physiol. 8:223]

Goldbiatt USA Tsolated renin and proposed & renal origin of hypertension. [Goldblatt et al., 1934

Page UsA Rmhm”mmym:whﬁumblmdpmbymvaﬁngnmbmin
hluoihhmmhmﬁouﬁmms&mﬂﬂwmehmmdm other
tizsues [Kohlstacdt et al. 1938 Proc.SocExpBiolMed. 39:214; Page &
Olmstead 1961 Am.J Physiol. 201:92] Cleveland Clinie Foundation

Muncz Fm Discovered mgiotensin and showed that rein is am cozyme that sctiveses itin the
blood. [Mumoz et el 1939 Nature 144:980; Brann-Mencadez ct al. 1940
TPhysiol. 98:283]

Skeges USA *DimwudmdnhmtaizadACE,ascitadinSdeMKFMdtcdby
ME._ for method of purifying ACE [#aSkeggs et al. 1954 I Exp.Mcd 99:275;
Skeggs et al. 1958 JExp Med. 108:283; AsDarey et al. 1974 Cire.Res. 34:824;
Skeggs et al. 1976 Am.JMed, 60:737) NIH ROTHL-17243

Ferrewn, Vane  Fm *Suhsﬁnmhmskcmomrdmbloodmh.ﬁmwhichﬁpm&dewas
dﬂiveiLmlimdACEmdshuwdthatthemnkevmmmbminm'bimdiL
[Fexreira 1965 Br.J Pharma Chemother. 24:163; Ng & Vane 1967 Matnre
216:762; Bakhle 1968 Nature 220:919; Caollier et al. 1973 Lancet 1:72]

Laregh USA *Rnleofrmin.mgiomsinmdﬂdqﬂmcinhypqtmsimmdmmydﬁaﬂsuf
mewmhpmmidmmnehduﬁmbymmmm
rmﬂhypwumdeuofcameﬁ!mtmmewdﬁlﬁngwmofW
[Laragh et al. 1960 J.Clin Invest, 39:1091; £xCravras &t &l. 1975 Science
188:1316; Laagh 1978 Prog. Cardiovase.Dis. 21:159; Niarchos et al. 1979
Circ Res. 45:829; Cody & Laragh 1982 Am. Heart J. 104:1184] NIH # FHL-
18323 PI7THL-14148; MO1RR-00645

Case USA Role of renin and aldosterons in hypertension; comparison of different types of
drug treatment for hypertension; worked closely with Laragh [Case et al. 1976
Am.J.Med 61:790; Case 1977 NYState JMed. 77:2100; Atlas & Case 1981
Clin.Endocrin Metab. 10:537: Atlas et al. 1983 Am.J Nephrol. 3:118] NIH
P50HL-18323

Tree,

Robertson Fro Relationship of renin, angiotensin, and eldosterone in hypertension; significance
of galt regulation; developed several widely nsed assays for renin and angiotensin
in blood serum {Brown et al. 1964 Biochern.J. 93:594; Davies et gl. 1973 Lanest
1:683; Waite et al. 1973 J.Endocrin. 57:329; Lebel et al. 1974 Lancet 2:308]




Davis UsA . Aldosterone is involved in byperiension and congestive heart faiture; it is induced
by renin and angiotensin, Angiotensin and aldosterone tnaintain blood pressute.
[Yamkipoulos et al. 1959 J.ClinInvest. 38:1278; Carpenter et al. 1961 ibid.
40:2026; Davis et al. 1962 ibid. 41:378; Johnson & Davis 1973 Science
179:906] NIH # RO1HL-10612

Erdos USA Exact enzymatic action and substrate specificity of ACE datermined [Igic et ab.
1972 CircRes. Suppll I1-51; Oshima et al. 1974 Biochim.Biophys.Acta 350:26]
NIH HE-08764; 5T01-HE-05859; Office of Naval Research contracts NO0OO14-
68-A-0496 md N00014-69-A-0385.

Soffer UsA *Structural, catalytic smd physiclogic properties of ACE described, dats used in
Squibb’s model of ACE. [#iDas & Soffer 1975 1Biol.Chem, 250:6762,
#veSaffer 1976 Ann.Rev Biochem. 45:73; Soffer & Sonnenblick 1978
Prog, CardiovascDis, 21:167) NIH # RO1AM-17395; POIGM-11301;P. i
15088; HI.-21394; HL-07071

Nesdieman USA Cited for rt mode} of renal hypertension. Role of autonomic nérves versus renin
& angiotensin in hypertension [Douglas ot al. 1976 I.Pharm Fxp. Ther. 196:35]
HE-14397; He-14509; RR-5418-12; HL-19586; training grant GM-02016

Wollenden USA *Cited by $Q for the model of an eqzyme eud its inhibitor which was used to
model and design captopril [£Bycrs & Wolfenden 1973 Biochewmistry 122070}
NIH #RO01-GM-18325

Rubin 80 ACE inhibitors can lower blood pressure in rats, Efficacy end dose range of
captopril in animals (Eage! ct al. 1973 Proc, Soc Exp Biol Med 143:483; Rubin
et al. 1978 Prog.Cardiovass.Dis. 21:183]

Ondetti,

Cushman 5Q Modelling, synthesis, and testing of captopril [Ondetti et al. 1977 Science
196:441; Prog. Cardiovase, Dis. 21:176,183]

Patchett Mk " Synthesized end described the action of coalupril. [Paichett et al., 1980 Nature

284:280]

gl' - Il - l °

Alm.nmnberofcﬁnicaltrials appeared rapidly ufter the ntroduction of captopril and of enalapril. Far from all
gmupsmwlyudmbcdmd;hswﬂd.hiﬂsbymswhidxwmhmvﬂthlwdmdunubytthqm’bborMmk
gruupsuemtﬂinsweﬂnswﬁ:wa:ﬁclm&nmﬂrﬁnglhﬁommnfmmyuiﬂa

Laragh USA First tast of ACE inhibitor, teprotide, in bumans, Efficacy trial comparing
captopril with another type of drug for hypertemsion [Gavras et al. 1974 NEM
291:817; Case et al. 1977 NEIM 296:641; Gavras &t al. 1978 NETM 298:9%1,
Case et al, 1978 Prog Cardiovas.Dis. 21:195; Niarchos & Laragh | 984
Am.J.Med, 77:407] NIH # HL-18318; grant from Squibb




Cohin, Levine

Afkinson
Robertson

Tarazi

- USA

Frn

USA

USA

Clinical application of assay for renin in blood; use and efficacy of teprotide,
captopril, and enalapril for congestive heart failure [Cohn & Notargiacomo 1969
Am.JMed Sci. 257:344; Levine et 2l. 1579 Trans.Assoc. Am.PPhysicians 92:203;
Levine & Cobn 1982 Am.Heart J. 104:1159; Levine ct al. 1980 Circulation
62:35] NIH ROTHL-09785; ROIHL-11533

Efficasy of captopril and its effect on levels of renin, angiotensin, and
sldostarone; reviewed clinical studies in 1979 [Atkinson et al. 1579 Clin, Sci. 57:
e Atkinson & Robertson 1979 Lancet, 2:836)

Clarified relationship of R/A/A. and adrenergic systems; role of R/A/A in heart
failure; earty clinical testing of enalapril [Wollam et al. 1977 Drugs 14:420,
Torazi 1920 J.Lab.ClinMed. 95:155; Fouad et al. 1983 J.Hyperten.
1(Supp):135; Fouad et 2l. 1984 Hyperien. 6:167; Bravo & Taruzi [979
Hypertension 1:39) NTH ROTHL-15837

Eﬂimcymdlungtamcﬂ’mtsufmnlnprﬂmd;mﬁewadcﬁnimluiﬂs
mmpﬁngmmpﬂmmﬂapﬂmdmﬁwdiﬂnmhhmtdimhngﬁme
aszociate of Laragh [Cody et al. 1984 AmHeart T, 108:81: Knbo et al. 1984
Clin Res, 32:182A; ©Cody 1984 Am.I.Med. 77:71} NIH MOIRR-47033,
47034, and 47035 '




Fluoxetine {Prozac)

Fluoxeting is the most widely used drug for the treatment of depression, and is also effective for several other
psychological disorders. Fluoxetine was the first “selective serotonin reuptake inhibitor™ (SSRI), meaning that,
unlike the previous drugs, it does not affect other signaling molecules. For this reason, it lacks the serious side
effects which cansed a majority of patients to stop taking the earlier antidepressant drugs. The discovery of
fluoxetine by Eli Lilly is an example in which an element of rational design was made possible by rescarch into
the underiying pathology of mental illness, cambined with some very astute observation which twice prompted
the selection of a chemical for screening. Fluoxetine is also a good example of academics and industry working
closely as partners, because drugs provided by industry scientists permitted advances in : ing of
peurotransmission and depression by academic resear-hers, which in turn suggested the next step il g
design. As for most drugs, the methods of organic syuthesis were s necessary background for the developmeat
of Auoxctine, and muraerous cell culture and animal models wers required for its testing. Theee other rescarch
areas were invalyed also: the molecular basis of neuronal sipnal transmission, the netrochemical basis of
depression, and surprisingly, nescarch on blood pressure and antihistamine drugs.

Thciniﬁaluhsmaﬁnnsofmmdaltuiugmﬁviwmassiduﬁ‘ectsinthcswchfordmgs“&thnnﬁhistamim
cffects. 'I'hmmﬁhistamimspmvidﬂdthcuhmﬁmlbasisfurboﬂnhcwﬁmmﬁdepmsivﬂd:upmdfor
flugxeting itself. Earlyinthisomm,uquhsm'gmnlmgwithscimﬁm at Rhone-Poulenc, observed that
muhisﬂmin:dmgswﬁchﬂhiﬁmdbhodprmmﬂsodcwmdmemmdofswgicﬂpaﬁm. Based on
thasercsults,aSwissdnctormtndn.sﬂ-imofmﬁhisumimdmgspmvidndhythﬂﬁeierumpanyfma
number of psychiatric conditions, 20d in 1958 found one which had pronotmesd antidepressive activity. This
wasimipmminc,thcﬁrstufnsmimnfmﬁdspmsivcdxugswhichwawidelyumdhkaysmdiﬁﬂmt
determined some of the physiclogical besis of depression. Those studies were closely tied to the developing
Mﬁgﬁﬁmnﬂsignﬂhgmﬂaﬁm,mdhgcﬁu&wpﬂﬂdafmmmbywm
scientists. WhmthnEliLillytwmb:gmthcirseamhforadmgwith a more specific action against depression,
they selected another antibistamine drug as the chemical basis, dipheahydramine (Benadryf), which was
developedinanN]I-I-ﬁmdudunivmityinﬂmU.S. EﬁLﬂlysyn&asizodaamimofmlemﬂaﬁnmﬂﬁsbusic
structure and tested them with assays developed by researchers studying neurochemistry and psychiatry.

The discovery of many cardiovascular, antihistamine, tranquillizing and antidepressive drugs is interrelated
bmmmwaﬂwmmumbsmmwﬁchnmemﬂs(mmm)mmmtsﬁmﬂmmmm
signals. The neurons in the autonomic perves, which regulate organ function, use some of the samc signal
molecules used by neurons in the brain. These substances were firs: discovered around the turn of the century,
and later came to be known as ncurotransmitters. In the mid 1950, gerctonin was simultansously found by
1U.S. and foreign academic researchers. Tn the carly 1960s, norepinephrine (NE), dopamine, and later serotonin,
were ideatified as nevrotrangmitters in the brain, It was discovered that when & neuron sends a sigoal, it
releases 2 nourotransmitter into the synapse, where the neuron receiving the signal picks it up. Then, the signal
is terminated by “reuptake” of the excess neurotransmitter at specific sites on the first neuron. Tf this reuptake
is blocked, the availability of the pewrotransmitter is increased. It is at the step of blocking the reuptake site
that fluoxetine bas its effect. When it was discovered that different nenrotransmitters are localized o differeat,
specific newronal systems in the brain, scientists realized that these molecules played distinet roles in mental
fanction. These are the basic features of brain physiology and the basis of depression that were understood at
the time and were required to determine the mechanism of imipramine action. All of this research was
performed in academic institutions in the US and in Europe. The majority of important findings on neuronal
signaling were performed in US laboratories funded by NIH grants. The key process of reuptake upon which
fluoxetine is based was discovered by z Nobel-winning scientist at the NIH.




As the neurotransmitters were discovered, scientists also began to recognize their relationship to various
psychiatric conditions. In early studies, before their function was understood, NE and dopamine were found in
the urine in different amounts in normal, depressed or manic patients, which first suggested their involvement
in mental states. Later, clinical improvemeant in depressed patients treated with imipramine correlated with an
increase in NE excretion. During the 1960s,; U.S. and foreipn researchers who wers studying the mechanism of
imipraming action saw that this drug increased the conceatration of NE and serotonin in the neuronal synapses
of the brain by inhibiting their reuptake, Eli Lilly scicatists began to look for an antidepressive drug without
imipramine’s side effects on the heart and other functions. Two sets of observations led them to seek a drug
that would preferentially inhibit serot=ain but not NE reuptake. First, serotonin was being increasingly
recognized as an important brain neurotransmitter, and its levels were low in the cerebrospinal fluid of
depressed patients. Second, in testin, .ue mechanism of action of a series of drugs based on imipramine,
increasing inhibition of serotonin reuptake, not NE renptake, correlated with antidepressive effect. Both sets of
observations were made by US publicly funded and foreign academic scientists in about equal proportion,

A review article [Schildkraut, 1973 Ann Rev.Pharmacol, 13:427] written one year before the appearance of
fluoxetine by a US academic scientist who was a major contributor to the ficld gave a thorough view of
biochemical psychiatry at the time Eli Lilly scientists began their work. By 1970, it was known that drugs that
had an effect on mania or depression increase the concentration of ane or another of the neurotransmitters at
certain sites in the brain. The article documents the large amount of interest in the various nourotransmitters
and their involvement in these meatal conditions, and the large number of studies involved in revealing the
details, Also shown is the great number of studies and elimical trials attempting to alter these states by sdding
the deficient newrotransmitters, and to understand how the body processes the added neurotransmitiers and the
drugs. Once again, US and foreign labs were cited in approximately equal numbers. Bli Lilly researchers also
were cited for experiments with scveral antidepressant drugs,

In addition to the foundational scientific knowledge that underlies flucxcetine development, many critical
laboratory systems and assays wers developed in the academic research labs, Scveral behavioral tests for
depression or stimulation in rats and mice permitied the assay of potential drug series. The method of
preparing “synaptosomes,” a specific fraction of nerve tissue, permitted all of the work on reuptake inhibition,
as well as all of Eli Lilly’s drug testing. This method was initially developed in a US lab receiving NIH grants.
Several assays and imaging methods were developed by both 1S and foreign academic scientists to measure
the amount of neurotranstnitter at specific sites in the brain. Many of these assays were used in testing
fluoxetine prior to its FDA approval.

Experiments on the physiological responses to the antihistamine diphenhydramine were conducted by Eli Lilly
aod foreign rescarchers, These studies sugpested that this drug might have the desired effects on NE and
serotonin, and ledth:EﬁLﬂlywnmtouseitnsth:chmﬁcﬂbasisfmrsyntbmis end screening, Eli Lilly had
also been studying serotonin action in rat brain and the effects of several earlier drugs on this system, drawing
upon the methods and findings of US and European researchers. They established very detailed quantitative
comparisons of the cffects, which became standards for future comparisons of fluoxeting activity. Eli Lilly’s
documentation of the synthesis and preliminary testing of fluoxetine was first published in 1974, This paper
cited 17 references, 7 from publicly funded US labs, 8 from forsign academic labs, and 2 of their own papers.
One of the latter two references was for the major testing method using synaptosomes, mentioned above, and
cited their own work for modifications to the procedure, The US labs were referenced for background
knowledge in both neuronal transmission and biochemical psychiatry, for methods, and for means of analyzing
and camparing drug activity.
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Clinical trials were published by US and European academics and by Eli Lilly scientists. The drug’s efficacy
was tested and compared with other antidepressants. A standard scale to score symptoms of depression for
severity and improvement was referred to in many of these trials, which was developed by NIH scientists.
Trials included determination of dose range, tissue distribution, effocts in different patient populations, side
effects, effects of long term treatment, and other features which relate to the clinical use of the drug.
Fluoxetine recsived FDA approval for use to treat depression in 1988. Many clinical studies were conducted
after that for treatment
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USA = affiliated with scademic institution or NIH in the U.S. £ = referenced i EL papers
Frn = foreign academic ipstitution * = key contribution
EL = Eli Lilly researchérs & = review article

ind = other industry researchers

Rieveschl

N .

UsA

First chserved mood-a!’ -ing effect of en entihigtimine, and develaped the first
psychoactive drug [Charpentier, 1947 Comples Rendus 225:306]

*Tested drug series based on antihistimine, aud developed iiprimine. [Kuhn, 1958,
Am.J Psychist 115:459] '

Developed the antibistimine diphenhydramine, used as the starting point for fluoxetine. [

m‘ﬂﬁﬂ ﬁﬁﬁ ation £ ;mg:itmﬁﬂn

Axelrod, Kopin  USA

Page

Vogt

Iverscn

Schanberg

uUsA

Fm

Frn

USA

USA,

UsA

kMechenism of peurotransoitter sigoal termination by reoptake; action of imipramime
and other carly antidepressants in blocking reuptake. Cited for assay of drug effect on
renptake of NE [Axeirod & Tomehick 1959 Nature 184:2027;4:Hertting ct al., 1961
I Pharmacol Exp. Ther. 134:146; Herttig et al,, 1961 Nature 189:66 Glowmsky et al.,
1965 I.Newrochem. 12:25; Axclrod, 1965 Rec.Progr. Hormone Res. 21:597] NIH
intramurel ZOIMH-00401 -4; ZOIMH-00421-3

Discavered serotonin, simultancously with Gaddum [Twarog & Page 1954
Am.JPhysiol. 175:157] Cleveland Clinic Foundation

Dissovered serotonin, simuitsnequsly with Page {Amin et ol. 1954 JPhysiol. 126:596]

Nerotransmitters finiction in brain activity, and are differently distributeded in the
regions of the brain. [Vogt1954 JPhysiol. 123:451] |

Function of neurctransmitters in synapses of the brain. Developed widely used method of
brain dissection, brain injection, and extraction and meanmement of substances.,
[Glowinsky & Iversen, 1966 ] Neurochera. 13:655: Iverson & Dravitz 1966

Mol Pharmacol, 2:360) NIMH intramers]

Measurement of seratonin accumalation and uptake in synsptosomes. [Schanberg 1963
J.Pharmacol Exp, Ther, 139:191] NIH B-940; USPHS predoctoral fellowship

Serotomin accumulates in brain slices and subcetiular fractions, methods of measuring it
{Robinson <t al. {965 ] Pharmacol. Exp. Ther. 147:236] GM-10313; 2K3-GM-
245%:5T1-GM-5903




Soyder USA Serotonin reuptake in different regions of rat brain, kinetic messurement, and the effects
of imiprirnine on the system. [Snyder & Coyle 1968 J.Phartn Bapr. Ther 165:78; Shaskan
& Sayder, 1970, J.Pharm Expr. Ther. 175:404] NIH RO1-N8-07275, PO1-GM-16492,
K3-MH-33128, postdoctora] support on GM-01183, ‘

Merrills Ind hnipmmin:blucksm:pmkeufmmin,aswcﬂasm;mrpukemmnin
synaptosomes [Blackburn et al., 1967 Life Scl. 6:1653) Phizer

Renyi Ross Fm Relative effects of imipramine and other drugs on serotonin reuptake [Ross & Renyi
1967 Life Sei. 6:1407]

iochemmical psvehi
Scieqti Affiliati Conteibuti
Schildkraut UsA Rolcnfmﬁninhdcprcﬁim.mdﬂmd&ﬂsufhjprmhemnmmmniw

metabolistm, [Schildkeant et al., 1966 Am.J.Psy. 123:6590; Schildkrant & Kety, 1967
Seience 156:21; ©Schildkrunt 1973 Arm Rev Phamac, 13:427] MH-15413

Carlzson, e Fm *Block of serotonin reuptake is basis of antidepressive action of imipramine.,
Diﬁnhuﬁmufnmmmimhbrﬁn,theidmthﬂth:ymthemuhmﬂusignﬂsof
neurons, d effects of drugs on the reuptake of the nerotrapsmitiers, [Cariason ot al,
1958 Science 127:471; Dahistrom & Fuxe, 1964 Acta Physiol Scand. 62:232; Fuxe
1965 thid 64:247; Carlssom et al, 1968 1. Pharm Phurmacol. 20:150; Catls<on &
Lindquist, 1969 ibid 21:460; Carlsson 1970 ihid 22:729; Carlsson et al,, 1969
Bur.J Pharmacol. 5:357]

Brodie USA Admgmsingd:pumimdmumwﬁmininbnin.ﬂmﬁmﬁnkufdmgmﬁmmd
mood to brain biochemistry. Developed widely used animal modcl of depression
Compm*adwﬁunsmdeﬂmuuﬁnﬂprmhnmdimmmboﬁtﬂ [Shore et al. 1955
- Science 122:284; Pletacher ot al. 1955 Science 122:374; Sulser et al 1962
Ann NYAead Sci. 96:279; Sulser et al. 1964 JPharmac Exp. Ther. 144:321] NIH
NIRVH intrarmeral

Goth USA Diphmhydrmincgﬂ'mhmmaphkeofwuﬂmhmdhﬁdﬁnﬂeiwbidlmwdﬂmﬂ
scientists to select it 2s the basis of drug series testing for S3RI action. [Isasc & Goth,
1965 Life Sci. 4:1899: Isaar & Goth, 1967 JPharmacol Exp. Ther, 156:463] 5T1-GM-
74203

Roth Ind Developed a mouse stwdard ntidepressant assay [Bemett ct al. 1969 Int.J.Neuro
Pharmar. 8:73] Sheving

Weil-Malherbe Fm/USA First observed thet NE and dopamine sre excreted in urine in different amounts in manic
ar depressed patients. Importance of serotonin in depression. Several collshorative
papers with Axelrod in US. [Strom-Olsen & Weil-Malherbe, 1958 JMental Sci,
104:696; Weil-Malherbe et 2l. 1959 Science 129:1226;, Whitby et al., 1961
I Pharmacaol. Bxp. Ther. 132:133]

Sharman Fm Neurotransmitter concentrations are decreased in the cerebrospinal fuid of depressed
patients. [Asheroft & Sharman, 1960 Nature 186:1050)




Sciemfist \fFliati Contributi

Lineweaver,

Burke USA, Cited for method of measuring affinity constants, to test drug effects on serotonin
reuptake, [4Lineweaver & Burke, 1934 J.Amer.Chem.Soc. 56:685] USDA

Drixon Fm Cited for a method to determine enzyme inhibitar constants. [#Dixon 1953 Biochem T,
55:170]

Wong,

Molloy HL, *Sclect~d diphenhydramine for synthesis of drug series; made and tested flurvatine,
Extensive assay of its actions and selectivity [Wong et al. 1974 Life Sai. 15:471; Wong
et al. 1975 JPharmac.Exp. Ther. 193:804; Wong ct al. 1983 Biochem Pharmacol,
32:1287; 33,69; Wong et al. 1991 Neuropsychopharm. 5:43]

Fuller EL Extensive testing of fluoxetine in animals for efficacy, toxicity, and metabolism [Fufler et
al, 1974 Life Sci. 15:1161; Fuller &t al. 1975 JPharmacol Exp.Ther. 193:796; Fuller &
Weng 1977 Fed Proc. 36:2154]

Mandell Usa Developed assay to messure serotonin in brain, and showed morease caused by

fluoxetine [Geyer et al. 1978 J.Pharmacol. Exp. Ther, 207:650] DA-00265

Cliical Trial
A large nomber of climical trials appesred after the mtroduction of fivoxatine, &= well as edditionzl SSRI dmgs and trials

comparing them with ficoxetine. It would not be possible to cite all groups involved; instesd, trinls by groups which were
heavily involved and ones from the EL team are cited, a5 well as review articles samuarizing the ostcomes of many trals.

Scieqti A Cotribut

Lemberger EL

Bremner UsA
Stark, Hardizon EL

Guy USA,

Cohn, Wileox  USA

Masco, Sheetz

Specific reuptake inhibition in paticnts shown, and method of measuring fluoxectine
potency on serotonin uptake in patients. Tissue distribution, absorption, and excretion in
normal, elderly, and kidney patients; testad drug nteractions [Lembergsr et al, 1978
Clin Phavmacol Ther. 23:241; Lamberger et al. 1978 Science 199:436; Lembarger et al.

" 1985 I.Clin.Psych. 46:14]

Initial dose range trial for flumxetine fBremner 1984 J.Clin Psych. 45:414]

Multicenter trials showed fluoxetine as affective as imipramine without gide effects
[Stark & Hurdison 1985 J.Clin.Psych. 46:53]

Manual for scaring sympioms on ¢ depression scale meastring severity and
mnprovement, cited in several clinical trials [ECDEU Assessment Manual for
Psychopharmacology, 1S HEW, Bethesda, MD]

Fluoxetine more effective in major depression then imipramine, w/o side effects. [Cohn
& Wilcox 1985 I.Clin Psych, 46:26]

Fluoxetine compared with other drugs is as effective w/o side effects [Masco & Sheetz
1985 Adv. In Ther. 2:275]




Appendix D
Tax Methodology

Drug companies are allowed a tax deduction for al qualified research and development
expenses. That means all money spent on R&D can be deducted from a company’s taxable
income. This generates enormous savings for drug companies and substantially lowers the cost
of bringing a new drug to market.

In Example 1 (see next page), Company A has spent $10 million on R&D and collected $100
million in revenues. At a statutory tax rate of 34 percent, Company A would pay $34 million in
federa taxes without the R& D deduction. After the deduction, Company A’s taxable income is
only $90 million, lowering its tax bill to $30.6 million. Company A has saved $3.4 million in
taxes due to the R&D tax deduction.

In Example 1, Company A saved $3.4 million in taxes after deducting R&D expenses, which is
34 percent of the $10 million the company spent on R&D. Every dollar Company A spends on
R&D lowers its taxable income by $1. Put another way, every dollar Company A spends on
R&D lowersits tax bill by $0.34. In effect, every dollar Company A spends on R&D only costs
the company $0.66 because of the money it saves in taxes.

Since every dollar spent on R&D can be deducted, the net cost of R&D to drug companies will
always be reduced by the statutory tax rate. This is true regardless of the tax rate or the amount
spent on R&D. If Company A had spent $20 million on R&D then it would have saved $6.8
million, which is 34 percent (Example 2). If the statutory tax rate changed to 46 percent then
Company A would have saved $4.6 million in taxes after deducting $10 million spent on R&D
(Example 3).

This R&D tax deduction should not be confused with other tax credits the drug industry receives.
The deduction of R&D expenses is different from other tax credits because it is a deduction that
reduces the taxable income of a company. The drug industry enjoys several tax credits that are
applied after the amount a company owes in taxes has been calculated. In other words, a tax
credit reduces the amount of tax owed (or tax liability), while a deduction affects the amount of
income that is subject to the statutory rate.
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Example 1
Statutory Tax Rate

Gross Income
R&D Deduction
Taxable Income

Example 2
Statutory Tax Rate

Gross Income
R&D Deduction
Taxable Income

Example 3
Statutory Tax Rate

Gross Income
R&D Deduction
Taxable Income

34%

$100,000,000 Taxes Before Deduction
$10,000,000
$90,000,000 Taxes After Deduction
Difference
Percentage of R&D Expenditure

34%

$100,000,000 Taxes Before Deduction
$20,000,000
$80,000,000 Taxes After Deduction
Difference
Percentage of R&D Expenditure

46%

$100,000,000 Taxes Before Deduction
$10,000,000
$90,000,000 Taxes After Deduction
Difference
Percentage of R&D Expenditure

$34,000,000

$30,600,000
$3,400,000
34%

$34,000,000

$27,200,000
$6,800,000
34%

$46,000,000

$41,400,000
$4,600,000
46%
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