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Rx R&D Myths:
The Case Against The Drug Industry’s R&D “Scare Card”

Executive Summary

This new Public Citizen report reveals how maor U.S. drug companies and their Washington,
D.C. lobby group, the Pharmaceutical Research and Manufacturers of America (PhRMA), have
carried out a misleading campaign to scare policy makers and the public. PARMA’s central claim
is that the industry needs extraordinary profits to fund expensive, risky and innovative research
and development (R&D) for new drugs. If anything is done to moderate prices or profits, R&D
will suffer, and, as PhRMA’s president recently claimed, “it's going to harm millions of
Americans who have life-threatening conditions.” But this R&D scare card — or canard — is built
on myths, fasehoods and misunderstandings, al of which are made possible by the drug
industry’s staunch refusal to open its R&D records to congressional investigators or other
independent auditors.

Using government studies, company filings with the U.S. Securities and Exchange Commission
and documents obtained via the Freedom of Information Act, Public Citizen's report exposes the
industry’s R&D claims:

* The drug industry’s claim that R&D costs total $500 million for each new drug (including
failures) is highly mideading. Extrapolated from an often-misunderstood 1991 study by
economist Joseph DiMasi, the $500 million figure includes significant expenses that are tax
deductible and unrealistic scenarios of risks.

= The actua after-tax cash outlay — or what drug companies really spend on R&D — for each
new drug (including failures) according to the DiMas study is approximately $110 million.
(That’s in year 2000 dollars, based on data provided by drug companies.) (See Section |)

= A simpler measure — also derived from data provided by the industry — suggests that after-tax
R&D costs ranged from $57 million to $71 million for the average new drug brought to
market in the 1990s, including failures. (See Section 1)

» Industry R&D risks and costs are often significantly reduced by taxpayer-funded research,
which has helped launch the most medically important drugs in recent years and many of the
best-selling drugs, including al of the top five sellersin one recent year surveyed (1995).

= An internal Nationa Institutes of Health (NIH) document, obtained by Public Citizen
through the Freedom of Information Act, shows how crucia taxpayer-funded research is to
top-selling drugs. According to the NIH, taxpayer-funded scientists conducted 55 percent of
the research projects that led to the discovery and development of the top five selling drugsin
1995. (See Section 111)
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= The industry fought, and won, a nine-year legal battle to keep congressiona investigators
from the Genera Accounting Office from seeing the industry’s complete R&D records. (See
Section IV) Congress can subpoena the records but has failed to do so. That might owe to the
fact that in 1999-2000 the drug industry spent $262 million on federal lobbying, campaign
contributions and ads for candidates thinly disguised as “issue” ads. (See accompanying
report, “ The Other Drug War: Big Pharma s 625 Washington Lobbyists”)

= Drug industry R&D does not appear to be as risky as companies claim. In every year since
1982, the drug industry has been the most profitable in the United States, according to
Fortune magazine' s rankings. During this time, the drug industry’s returns on revenue (profit
as a percent of sales) have averaged about three times the average for al other industries
represented in the Fortune 500. It defies logic that R& D investments are highly risky if the
industry is consistently so profitable and returns on investments are so high. (See Section V)

= Drug industry R&D is made less risky by the fact that only about 22 percent of the new drugs
brought to market in the last two decades were innovative drugs that represented important
therapeutic gains over existing drugs. Most were “me-too” drugs, which often replicate
existing successful drugs. (See Section V1)

* |n addition to receiving research subsidies, the drug industry is lightly taxed, thanks to tax
credits. The drug industry’s effective tax rate is about 40 percent less than the average for all
other industries. (See Section V1)

= Drug companies aso receive a huge financial incentive for testing the effects of drugs on
children. This incentive called pediatric exclusivity, which Congress may reauthorize this
year, amounts to $600 million in additional profits per year for the drug industry — and that’s
just to get companies to test the safety of several hundred drugs for children. It is estimated
that the cost of such testsis less than $100 million a year. (See Section VIII)

= The drug industry’s top priority increasingly is advertising and marketing, more than R&D.
Increases in drug industry advertising budgets have averaged almost 40 percent a year since
the government relaxed rules on direct-to-consumer advertising in 1997. Moreover, the
Fortune 500 drug companies dedicated 30 percent of their revenues to marketing and
administration in the year 2000, and just 12 percent to R&D. (See Section X)

Public Citizen’s
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Rx R&D Myths:
The Case Against The Drug Industry’s R&D “Scare Card”

Introduction

Magor U.S. drug companies and their trade association, the Pharmaceutical Research and
Manufacturers of America (PhRMA), have carried out a campaign to scare policy makers and
the public. The central claim of PhRMA’s campaign is ominous. if anything is done to restrain
high U.S. prescription drug prices, then research and development (R&D) to find new drugs for
life-threatening diseases will suffer.

Alan Holmer, president of PhARMA, recently played this “R&D scare card” while on National
Public Radio’s “Talk of the Nation” program.

“Believe me,” Holmer warned, “if we impose price controls on the pharmaceutical industry, and
if you reduce the R&D that this industry is able to provide, it's going to harm my kids and it's
going to harm those millions of other Americans who have life-threatening conditions.” *

Later in the program, to reinforce his argument, Holmer made the claim that research costs
“$500 million just to get one medicine to market.”

The drug industry’s “R&D scare card” is built on the premise that drug companies need
extraordinary profits — about three times those of the average Fortune 500 company — in order to
conduct expensive and risky research on innovative new drugs. But evidence shows the research
isn't as expensive, risky or innovative as the industry claims.

Instead, the evidence shows that such research may cost far less than $500 million for every new
drug — and may be less than $100 million for every new drug (including failed drugs). The
evidence aso shows that the drug industry isn’t all that innovative, as it produces far more “me-
too” or copycat drugs of little medical importance than life-saving medicines.? And, the evidence
suggests that drug industry research isn’'t al that risky because the industry is awash in profits
while lightly taxed and heavily subsidized. In fact, an internal National Institutes of Health (NIH)
study obtained by Public Citizen shows that taxpayer-funded scientists and foreign universities
conducted 85 percent of the published research studies, tests and trials leading to the discovery
and development of five blockbuster drugs.® It's no wonder the drug industry fought all the way
to the Supreme Court to keep its R&D records hidden from congressional investigators.

In al, the evidence shows that the drug industry’s R&D scare card is, in redity, an R&D
“canard” —that is “an unfounded or false, deliberately misleading story.”

Public Citizen’s
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|. Deconstructing the $500 Million Myth

The story of PnARMA’s R&D canard starts with the drug industry’s repeated — and unchallenged
— claim that it costs $500 million to develop a new drug, including money spent on failures. The
$500 million figure has become ubiquitous and widely accepted. Unfortunately, it is misleading
at best and inaccurate at worst.

Public Citizen calculated more redistic R&D costs using methodology modeled after that
employed by the congressional Office of Technology Assessment (OTA) in its 354-page report,
“Pharmaceutical R&D: Costs, Risks and Rewards,” published in 1993. (See Appendix A)

These are our findings:

As the OTA noted, “the industry’s collective response to charges that drug prices are too
high or are increasing too fast has been to point to the high and increasing cost of
pharmaceutical R&D.” Specifically, “industry representatives have pointed to academic
studies of the average cost of bringing a new pharmaceutical compound to the market.”*

This decade, industry representatives have pointed to one academic study above al for
the $500 million figure. That is a 1991 study by Joseph DiMas of the Tufts Center for
the Study of Drug Development. PhRMA representatives have acknowledged that the
$500 million figure is an extrapolation, adjusted for inflation and changes in research and
development, based on the Tufts Center study.® DiMasi estimated the pretax cost of
developing certain new drugs, including failures, at $231 million in 1987.°

OTA later revised DiMasi’s $231 million figure with significantly higher opportunity
cost of capital. (Opportunity cost of capital is a calculation of what a R&D expenditure
might be worth had the money been invested elsewhere. DiMas used a 9 percent annual
rate of return to calculate the cost of capital. OTA used a rate that went from 10 to 14
percent over time.) OTA put the “upper bound of the full capitalized cost” of R&D per
new drug at $359 million in 1990 dollars. Inflated to year 2000 dollars, this estimate
becomes $473 million, and it has been rounded up to $500 million by the industry. ’

The Tufts Center for the Study of Drug Development is a self-described “independent
research group affiliated with Tufts University.” The center’s sponsors include some of
the world's largest drug companies such as Merck, Pfizer and Bayer.® According to the
Tufts Center, corporate sponsors get to “help shape strategic objectives’ and “influence
key Center activities.”®

DiMasi’s study relied on data provided by 12 drug companies.’® This information has not
been independently verified, nor checked for accuracy. The OTA issued this warning
about DiMas’s datac “Any company that understood the study methods and the potential
policy uses of the study’s conclusions could overestimate costs without any potentia for
discovery. Thus, the motivation to overestimate costs cannot be discounted.”

Public Citizen’s
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= |t's important to note that DiMasi’s study only focuses on the cost of developing “new
chemical entities” (NCEs), which he defines as drugs that have never been tested before
in humans.*? (His definition of NCE differs only dlightly from the Food and Drug
Administration definition of a new molecular entity, or NME.*®) Furthermore, DiMasi
focuses only on “self-originating” NCEs, which are new entities developed by companies
as opposed to those they acquire from other research organizations. Many new drugs
approved for market are not NCEs, but are new dosage forms or new combinations of
existing drugs.** Thus, DiMas focuses only on the most expensive new drugs, not all
new drugs, resulting in a higher cost estimate.

» DiMas’s origina $231 million figure does not represent what companies actually spend
to discover and develop new molecular entities. Rather, it includes the cost of all failed
drugs and the expense of using money for drug research rather than other investments. It
also does not account for huge tax deductions that companies get for R&D. Therefore, it
substantially overestimates net expenditures on R&D.

= According to the OTA, “The net cost of every dollar spent on R&D must be reduced by
the amount of tax avoided by that expenditure. Like all business expenses, R&D is
deductible from afirm’s taxable income.”

= The OTA revised DiMasi’s calculation, subtracting the expenses that are tax deductible
under Section 174 of the federal tax code and the opportunity cost of capital.

= The tax deduction reduces the cost of R&D by the amount of the corporate marginal tax
rate (currently 34 percent). This means, in effect, that every dollar spent on R&D costs
$0.66.> The OTA concluded that DiMasi’s original $231 million figure (in 1987 dollars)
was $171 million (in 1990 dollars) after accounting for the R& D tax deduction.

= The opportunity cost of capital accounts for dightly more than half (51 percent) of
DiMas’ s total figure. After subtracting tax deductions and the opportunity cost of capital,
OTA found that DiMasi’'s after-tax R&D cash outlay for a new NME was $65.5 million
(in 1990 dollars). That is the estimate of how much the drug companiesin DiMasi’ s study
actually spent on new chemical entities, including failures.

= |t should be noted that five of the seven previous R&D cost studies that DiMas
references did not include opportunity cost of capital in their calculations.®

= Public Citizen inflated this figure to year 2000 dollars and found that actual after-tax cash
outlay for NCEs (including failures) was $110 million — based on DiMasi’s data. (See
Table 1)

» |t'simportant to stress that thisis the R& D cost for new chemical entities — which require
the most expensive type of research — not all new drugs brought to market. The R&D

Public Citizen’s
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costs for all new drugs brought to market, based on PhRMA’s own data, is detailed in
Section 11.

= Severa additional points about DiMasi’s estimate: Firgt, it does not account for R&D tax
credits available to the drug industry (these are different from the R&D deductions).
DiMas estimated that R&D tax credits amounted to a 6.8 percent subsidy for R&D
expenditures from 1978 to 1986.

= Second, DiMas assumes an FDA review time of 30 months in his calculations. FDA
review time has dropped dramatically since 1991 and now averages 11 to 17 months.
DiMas said a one-year decrease in review time would cut his R&D estimate by $19
million (in 1987 dollars, or $29 million in year 2000 dollars).

= Third, evidence suggests that the time required to conduct clinical trials on new drugs is
also decreasing — particularly for the most efficient companies. A January 2000 report by
the Tufts Center for the Study of Drug Development stated that clinical testing time
declined by 19 percent for drugs approved in 1996-1998 when compared with drugs
approved in 1993-1995.!7 In addition, the five quickest pharmaceutica companies
shaved, on avera%;e, more than one-year off the industry-wide median time (5.7 years) for
clinical research.™®

= Fourth, the advent of new technologies such as genomics and combinatoria chemistry,
has led, according to investment analysts at Lehman Brothers, “to a growing school of
thought that the cost of discovering new biological targets and the cost of creating drug
leads is falling.” *°

= Finadly, it should be stressed that DiMasi’s estimate of R&D costs was far higher than in
previous studies, including one published by the pharmaceutical industry in 1987. That
study by S.N. Wiggins put the pre-tax cash outlay per NCE at $65 million (in 1986
dollars).?° After-taxes, the figure becomes $67 million in year 2000 dollars.

Table 1
Comparative Analysis of Pharmaceutical R&D Costs ($ millions per New Chemical Entity)
Study (Year) Expressed in Dollars Pre-tax Including |Pre-tax Excluding| After-tax Actual
y for Which Year Cost of Capital (9%) [ Cost of Capital Cash Outlay*
DiMasi Original (1991) 1987 $231 $114 $61.6%*
Office of Technology
Assessment (1993) 1990 $259 $127 $65.5
Public Citizen (2001) 2000 $341 $167 $110.2%**

* Excludes the opportunity cost of capital. **DiMasi did not calculate after-tax costs; the $61.6 million figure was
calculated by Public Citizen based on the 46 percent corporate tax rate in effect at the time of the expenditures

Public Citizen’s
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DiMasi studied. *** The $110 million figure is calculated using the current corporate tax rate of 34 percent; this is
the rate used to deduct R&D expenses from taxable income.

II. PhRMA’s Own Data Contradicts the $500 Million Claim

Not al R&D is created equal. DiMas studied the most expensive of al new drugs. Only 36
percent of drugs the FDA approved for market in the 1990s were NMEs (similar to DiMasi’s
NCEs). The others were mostly new combinations of drugs or new formulations of existing
drugs. (For example, from pill to syrup form.)

The drug industry’s own data about this larger universe of new drugs revea that the actual cash
outlay for a new drug is far less than $500 million — and perhaps as low as $57 million per drug
in recent years (including failures).

Here' s how Public Citizen arrived at this conclusion:

PhRMA'’s annual survey lists aggregate R&D spending by year in two categories. domestic
(spending in the U.S. by both foreign and domestic companies) and abroad (spending overseas
by U.S.-based companies.)

Public Citizen uses PhRMA’s domestic spending for its anaysis, in part, because that’s what
DiMas did when he ran a check on his study using aggregate data. His reasoning: “We include
only domestic expenditures in our analysis under the assumption that the foreign expenditures of
U.S.-owned firms will be directed primarily to non-U.S. introductions.”?* (Public Citizen has
calculated R&D costs with combined domestic-overseas spending in Appendix B. Spending in
the last decade ranges between $69 million and $87 million per drug.)

According to PhRMA, U.S. and foreign drug companies spent $139.8 billion on domestic R&D
in the 1990s.%? During that same period, the U.S. Food and Drug Administration approved 857
new drugs for market.?® Simple division suggests that drug companies spent $163 million on
R&D for every new drug approved for market in the U.S. in the 1990s (expressed in year 2000
pre-tax dollars).

This measure is very generous to the industry. It counts total R& D expenditures — which include
salaries, equipment, overhead, |ab tests (pre-clinical) and clinical trials.>* And it counts all failed
drugs as well as successful drugs. In addition, it uses PhARMA’s own R&D figures, which have
not been independently verified and may be inflated with marketing research costs.?® Finally, it
uses pre-tax figures; in fact, R&D expenses are tax deductible and every dollar spent on R&D
has a net cost of only $0.66.

A more accurate measure — according to pharmaceutical experts such as Stephen
Schondelmeyer, director of the PRIME Ingtitute at the University of Minnesota — would account
for R&D tax deductions and the approximate seven-year lag between R&D spending and drug
approval. (DiMas said “approvals in one year should be associated with R&D expenditures
lagged 2 to 12 years.” ) Therefore, a more accurate measure would compare R&D spending for
1994 to new drug approvals for the year 2000.

Public Citizen’s
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To be even more accurate, the measure should account for years in which R&D spending on new
drugs was extraordinarily high or low. In other words, it should smooth out the peaks and
valleys. Thus, this measure would compare R&D spending over seven-year periods with new
drug applications (NDAS) approved over corresponding seven-year periods. An annua average
should be calculated for each period, which has the effect of smoothing out peaks and valleys.
(See Appendix B for more detailed methodol ogy)

The results? From 1984-1990, PhRMA reported that R&D spending totaled $32.8 billion.
(That's domestic R&D spending by U.S. companies and foreign-based companies.)?’ Adjusted
for inflation, that total is $48.2 billion in year 2000 dollars. Divide that amount by the number of
new drugs (563) approved from 1990-1996 and it appears that $85.6 million was the average
R&D cost for every new drug approved in that period (in pre-tax dollars). After subtracting tax
deductions, worth 34 cents on the dollar, the actual cost plummets to $56.5 million.

For new drugs approved in the more recent seven-year NDA period 1994-2000, the average pre-
tax cost of R&D was $107.6 million. Adjusting for R&D tax deductions makes the figure $71.0
million. (See Table 2)

Table 2
Average R&D Cost per New Drug Approved During the 1990s
(Rolling 7-Year Average with 7-Year Lag, $in millions, all in year 2000)

Domestic R&D Spending Only

Average Average Pre-Tax R&D | After-Tax R&D
7—\|(DeearriOF;&D Annual g&D 7'Leearriol\éDA Annual I\?DA'S Spending per | Spending per

Spending Approved New Drug New Drug
1988-1994 $10,255.3] 1994-2000 95.3 $107.6 $71.0
1987-1993 $9,387.8] 1993-1999 91.3 $102.8 $67.9
1986-1992 $8,473.3] 1992-1998 92.4 $91.7 $60.5
1985-1991 $7,613.00 1991-1997 88.6 $86.0 $56.7
1984-1990 $6,887.1] 1990-1996 80.4 $85.6 $56.5

Source: Spending data comes from Pharmaceutical Research and Manufacturers of America,
PhRMA Annual Survey, 2000; NDA data comes from U.S. Food and Drug Administration, Center for
Drug Evaluation and Research, December 31, 2000. (All spending figures have been inflated to year

2000 dollars.)
Note:

pharmaceutical companies.

Two additional notes:

Domestic R&D includes expenditures within the United States by research-based

Some might quarrel with the seven-year lag, arguing that in accounting terms, today’s R&D
expenses are paid by today’s revenue. Thus, R&D spending in any year ought to be compared
with drugs brought to market that same year. This study rejects that argument. It doesn't reflect
the redlity that R&D spending invariably precedes the marketing of a drug and our purpose is to

Public Citizen’s
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understand what it costs to bring a drug to market, not how that R&D is paid for in accounting
terms. In addition, as noted earlier, DiMas agrees that spending should be lagged two to 12
years. Nevertheless, Public Citizen calculated R&D spending for current drug approvals and
current research expenditures in Appendix B and found that spending remained close to $100
million per drug, with costs in the 1990s ranging from $99 million to $118 million per drug.

Finally, it has also been suggested that our analysis should focus only on NCEs or NMEs
because that's what DiMas studied, and that’s where the bulk of industry R&D is spent, and
those new compounds are the drugs that make the industry risky. That analysis is below (see
Table 3) although our intent was not to mirror DiMasi in this section. Rather, this section aims to
point out that there are many kinds of drugs approved each year — not just the elite group in
DiMas’s study. More important, PhARMA’s R& D spending figures — the figures that it constantly
touts — are for all drugs, not just NMEs or NCEs. So it’s only fitting to compare PhRMA’s
spending for all drugs to al drugs approved for market. (That said, an al-NME analysis shows
R&D spending of $114 million to $150 million per drug.)

Table 3
Average R&D Cost per New Molecular Entity During the 1990s
(Rolling 7-Year Average with 7-Year Lag, $ in millions)

Domestic R&D Spending Only

Average Average Pre-Tax R&D | After-Tax R&D
7—\|(DeearriOF;&D Annual g&D 7-YPe;riol\:jME Annual I\?ME'S Spending per | Spending per

Spending Approved NME NME
1988-1994 $7,588.9] 1994-2000 33.4 $227.02 $149.8
1987-1993 $6,947.0f 1993-1999 33.1 $209.61 $138.3
1986-1992 $6,270.2] 1992-1998 31.9 $196.82 $129.9
1985-1991 $5,633.6] 1991-1997 31.9 $176.84 $116.7
1984-1990 $5,096.4| 1990-1996 29.6 $172.34 $113.7

Source: Spending data comes from Pharmaceutical Research and Manufacturers of America,
PhRMA Annual Survey, 2000; NDA data comes from U.S. Food and Drug Administration, Center for
Drug Evaluation and Research, December 31, 2000. (All spending figures have been inflated to year
2000 dollars.)

Note: Domestic R&D includes expenditures within the United States by research-based
pharmaceutical companies.

lll. U.S. Taxpayers Play A Crucial Role in Pharmaceutical R&D

Drug companies stress how difficult it is to discover new drugs — particularly innovative life-
saving drugs. But the evidence suggests it’s not al that risky because the federal government is
doing much of the crucia research. The Nationa Ingtitutes of Heath (NIH) budget reached
$20.3 billion in fiscal year 2001 (a 14 percent increase over FY 2000) with much of that money
going to research that ultimately helps with the discovery and development of pharmaceuticals -
how much exactly is hard to say. The NIH admits it doesn’'t track its spending on drug
development. NIH officials claim it’s a tough task because so much NIH work is basic research
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into diseases that is converted years later — often through several other related discoveries that
build on one another — into a marketed drug. 2

What we do know is that several studies have shown that many important and popular drugs
were developed with taxpayer support. That's why publicly-funded researchers have 90 Nobel
Prizes compared to just four by industry scientists, although the industry spends more on R&D. %
For instance:

= A study by a Massachusetts Institute of Technology (MIT) scholar of the 21 most
important drugs introduced between 1965 and 1992 found that publicly funded research
played a part in discovering and developing 14 of the 21 drugs (67 percent).°

= 45 of the 50 top-selling drugs from 1992-1997 received government funding for some
phase of development, according to an investigation by The Boston Globe. In all,
taxpayers spent at least $175 million helping to develop these 50 drugs.*!

Publicly-funded Researchers Conducted Most Studies Behind Blockbuster Drugs

An NIH internal document obtained by Public Citizen through the Freedom of Information Act
(“NIH Contributions to Pharmaceutical Development,” February 2000, see Appendix C) reveals
much more detail about the importance of taxpayer-funded research to drug companies.

The NIH report looked closely at the role of public research in developing the most popular
drugs in the U.S. To avoid well-known NIH success stories, such as the agency’s work in
developing treatments for cancer and AIDS, the NIH decided to examine the top five selling
drugs in 1995, each of which had over $1 billion in sales. Before scrutinizing the research behind
these drugs, NIH did not know what, if any, role taxpayer-funded scientists played in bringing
these drugs to market.

= NIH found that “NIH-funded research played a critical role in drug discovery in each of
these cases.”%? In al, U.S. taxpayer-funded researchers conducted 55 percent of the
published research projects leading to the discovery and development of these drugs (and
foreign academic ingtitutions 30 percent). “Researchers at U.S. universities and at NIH
contributed by discovering basic phenomena and concepts, developing new techniques
and assays, and participating in clinical applications of the drugs.”

= |n the case of the hypertension drugs captopril and enalapril, the NIH concluded that the
drugs were developed thanks to 14 public U.S. research projects and five foreign
academic studies. Only three significant studies were conducted by the drugs patent
holders, Squibb and Merck.

= Furthermore, four of the taxpayer-funded studies were deemed “key” and six of the
studies were referenced in the industry’s work. The studies sponsored by the patent
holders for these two drugs were of less consequence — none were considered “key” by

Public Citizen’s
Congress Watch 8



the NIH. In fact, for the five drugs it studied, the NIH deemed only one industry study
“key.” (Public Citizen acknowledges the fact that academics generally have greater
incentive to publish research than industry scientists.)

Table 4 shows the NIH findings on the top five selling drugs: ranitidine (better known as
Zantac), which treats ulcers;, acyclovir (Zovirax), which treats herpes simplex; captopril
(Capoten) and enalapril (Vasotec — a dight alteration of captopril/Capoten) for hypertension; and
fluoxetine (Prozac), an anti-depressant. The table reflects the NIH methodology, which was to
count all the published research projects behind a drug’s discovery and development and classify
them as U.S. taxpayer-funded studies, foreign academic studies, or industry studies (which are
then divided into those done by the patent-holding company and those done by other companies).

The NIH study also attempted to weight the importance of the studies by identifying those that

were “key” and those that were later referenced in industry studies.

Table 4
Who Contributed Most to Development of Top Five Selling Drugs (1995)
Captopril
Importance of — . Ranitidine | Acyclovir Capoten) and | Fluoxetine
Fgesearch At el Selemis (Zantac) (ngirax) ( Epnalap)ril (Prozac) Total
(Vasotec)
o U.S. taxpayer studies 2 4 4 1 11
Key _Contnbutlons Foreign academic studies 1 1 1 2 5
to Discovery and -
Development of Industry sponsored studies 0 0 0 0 0
Drug* (excluding patent holder)
Patent-holder sponsored studies 0 0 0 1 1
U.S. taxpayer studies 0 7 1 1 9
Referenced in Foreign academic studies 0 1 0 1 2
Patent Holders' |Industry sponsored studies 0 0 0 0 0
papers* (excluding patent holder)
Patent-holder sponsored studies 0 0 0 0 0
Other U.S. taxpayer studies 6 21 9 16 52
Contributions to |Foreign academic studies 15 8 4 6 33
Discovery and  |Industry sponsored studies
Development of (excluding patent holder) 0 !
Drug Patent-holder sponsored studies 2 2 3 4 11
Total 30 44 22 35 131
Percent of total research projects sponsored b
U.S. taxpayer or foreign a?:acjemic iﬂstitutions ’ 80% 95% 86% 7% 85%

Source: National Institutes of Health, “NIH Contributions to Pharmaceutical Development,” Administrative Document,
February 2000. *As defined by the National Institutes of Health.
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The NIH report also found:

= Public researchers often tackle the riskiest and most costly research, which is basic
research, making it easier for industry to profit. The NIH report discovered that only 14
percent of the drug industry’s tota R&D spending went to basic research, while 38
percent went to applied research and 48 percent was spent on product development.

= This finding suggests that public researchers are doing the yeomen’s work of identifying
possible new medicines, while most drug industry R& D spending occurs after companies
believe they have a marketable drug. The NIH report concluded: “To the extent that
basic research into the underlying mechanisms of disease drive new medical advances,
the R& D in industry is not performing the role played by public research funding.” 3

»  Taxpayer-funded scientists do more than basic research. They also conduct clinical trials.
NIH found that publicly-funded researchers either conducted or had their work cited in
61 percent of the clinical trials important to the development of the five blockbuster drugs
it studied.

= NIH research enables drug companies to secure more lucrative monopoly patents.
According to the study: “[P]harmaceutical companies that organize in ways that tap the
results of publicly-funded science are those that are most successful. For example,
they...obtained more patents per research dollar, on average, than firms whose scientists
work less closely with the public sector.” *®

IV. R&D Data Kept Secret — What Are They Hiding?

It's impossible to know what the drug industry really spends on research and what it counts as
research spending. The industry has fiercely fought attempts to open its books on R&D. In fact,
the industry waged a nine-year legal battle against the General Accounting Office (GAO) — the
investigative arm of Congress — to keep GAO from obtaining information about R&D. ¢

The battle eventually went all the way to the U.S. Supreme Court, where it hinged on two words
(“directly pertinent”). In short, the GAO argued that it was entitled to examine all drug company
financia records, because the companies had contracts with the U.S. Veteran's Administration,
and the GAO wanted to know if the companies high prices and profits were warranted by the
costs of producing and selling the medicines. The drug companies countered that the law only
allowed GAO access to records that were “directly pertinent” to those government contracts.
Thus, interpreting these two words became the subject of litigation from 1974 to 1983.

Federal district courts were split on GAO's right of access to “indirect” product costs such as
R&D and marketing. The companies argued that indirect costs were not directly pertinent
because only a small portion of indirect costs could be alocated to the federal government’s
contracts. GAO reasoned that “direct” product costs were so small — only about 9 percent for a
particular drug — that they were not meaningful >’
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In the end, the U.S. Supreme Court, in Bowsher v. Merck & Co. Inc., did draw the line between
direct and indirect costs. In addition, the court held that since Congress had drafted the limiting
language (“directly pertinent”), arguments for change should be directed to Congress.

Of course, the long legal battle would not have been necessary had Congress been willing to
exercise its subpoena power to obtain the data. In fact, Congress can get al the information it
wants. But, as a congressional study noted, this route is “perhaps not politicaly feasible.” 3

Why not? It's possible Congress has not acted because the industry has spent huge sums on
political persuasion according to a new Public Citizen report (“The Other Drug War: Big
Pharma's 625 Washington Lobbyists’) including $262 million in 1999-2000 on campaign
contributions, lobbying and ads that benefited its congressional allies.®® (The spending breaks
down as $177 million on lobbying, $20 million on contributions to federal candidates and party
committees, and $65 million on issue ads.)

Opening the industry’s R&D books would be particularly useful because it's not clear what the
industry considers “R&D.” Claims have been made — by a U.S. Senate committee investigation™
and the editor-in-chief of the New England Journal of Medicine*! — that the industry inflates its
R&D records with the costs of administration and marketing. Making industry information more
transparent could help to resolve guestions and charges that now hang over the industry.

V. What Risk? The Druggernaut Consistently Ranks Tops in Profits

PhRMA and major drug companies attempt to justify high U.S. prescription drug prices by
characterizing their business as a high-risk enterprise, which must therefore be rewarded with
high returns. But where's the risk in an industry that has consistently been rated the most
profitable in America? Company reports to the federal Securities and Exchange Commission
and Fortune magazine’' s annual surveys of comparative industry profits show that:

»= Thedrug industry was again ranked “more profitable than any other” by the Fortune 500
analysis of America’'s largest companies in the year 2000. And the “druggernaut”
walloped its competitors. The 11 drug companies that made the Fortune 500 enjoyed 19
percent return on revenues (in other words, 19 percent of revenues went to profits). The
median for all other Fortune 500 companies was 5 percent return on revenues.*? (For a
complete analysis of each company’s profitability, go to http://www.citizen.org/
congress/drugs/factshts/mostprofitable.htm)

= Thedrug industry’s success in the Fortune 500 profitability rankings has become arite of
spring. Since 1982, the industry has topped Fortune’s rankings for return on revenue, and
has been at or near the top for return on equity. 3
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= The drug industry’s profitability has grown in recent decades. On average, in the 1970s
the profitability of Fortune 500 drug companies (measured by return on revenue) was two
times greater than the median for al companies in the Fortune 500. In the 1980s it was
three times. And in the 1990s, the drug companies profitability was amost four times
greater than the median for all companies in the Fortune 500.% (See Figure 1)

= The drug industry often thrives when other industries sag. Fortune 500 drug companies
saw their year 2000 return on revenue increase 15 percent from 1999. That success came
at a time when the American economy saw overall profit growth drop from 29 percent in
1999 to 8 percent last year.*

= As consistent profit-generators, drug companies tend to outperform other industries
during economic downturns, and investors know it. Not surprisingly, they boosted the
stocks of Fortune 500 drug companies 38 percent while selling off other industries during
last year’s stock market turbulence.*®

Figure 1
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and All Fortune 500 Industries
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Source: Public Citizen update of Stephen W. Schondelmeyer calculation, Competition and
Pricing Issues in the Pharmaceutical Market, PRIME Institute, University of Minnesota based on
data found in Fortune magazine, 1958 to 1999; Fortune magazine, April 2000, Fortune 500
(www.fortune.com).
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VI. What Risk? A High Percentage of New Drugs Are “Me-Too” Drugs

Evidence also suggests that a significant amount of industry R&D does not concern new
treatments for serious and life-threatening conditions, but instead goes into “me-too” drugs.
These are drugs that have little or no therapeutic gain over drugs that already exist; also known
as “copycat” drugs.

Until 1992, the U.S. Food and Drug Administration classified every new drug approved
according to its significance for human health. The ranking system:

1A = Important therapeutic gain: a breakthrough drug

1B = Modest therapeutic gain: e.g., change in formulation so that the drug can be taken once
instead of three or four times a day

1C = Little or no therapeutic gain: “me-too” or “copycat” drug — for all practical purposes a
duplicate of products already available

Table 5
More than Half of New Drugs Approved from 1982-1991 Were “Me-Too” Drugs
FDA Category Number Percent
1A - Important Therapeutic Gain 41 16%
1B - Modest Therapeutic Gain 80 31%
1C - Little or No Therapeutic Gain 137 53%
Total New Drugs Approved 1982-91 258 100%

Source: Donald Drake and Marian Uhlman, Making Medicine, Making Money (1993), p. 72.

As seen in Table 5, more than one-half (53%) of the newly discovered drugs had “little or no
therapeutic gain” compared to drugs already on the market — and only 16 percent of new drugs
represented an “important therapeutic gain.”

The pharmaceutical industry abhorred this system, because it provided objective information to
the public and medical practitioners about the true value of a majority of their products. In
response to industry pressure, the Bush | Administration eliminated these rankings in 1992.%
Industry executives were grateful and glad. “To put [the 1A-1B-1C system] into well-deserved
oblivion was a PMA priority for a very long time,” said John R. Stafford, chief executive officer
of American Home Products at the 1992 annual convention of the Pharmaceutical Manufacturers
Association (PhRMA's former name). “Now it is accomplished.” #

Although our ability to track the exact proportion of “me-too” drugs ceased with the demise of
this ranking system, more recent evidence till confirms that a relatively small proportion of the
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drug industry’s claimed R&D expenditures are directed at the discovery of innovative treatments
for serious and life-threatening illnesses:

=  While the FDA dumped the 1A-1B-1C rankings, its new system still shows that the vast
majority of new drugs did not represent significant therapeutic improvements. From 1992
through 1999, the FDA rated 170 drug approval applications for “priority review” and
560 for “standard review.” (See Figure 2) “Priority review” is for drugs that represent
“gignificant improvement compared to marketed products in the treatment, diagnosis, or
prevention of a disease.” “ Standard review” is for drugs that “appear to have therapeutic
qualities similar to those of one or more aready marketed drugs.” *° (Critics claim that the
FDA’s “priority” category is far too liberal, giving drugs like Celebrex — which is no
more effective than naproxen at relieving arthritis pain — priority status. Nevertheless, if
the results from Figure 2 are combined with those in Table 5, only 22 percent of the drugs
approved by the FDA from 1982-1999 represented important therapeutic gains.)

Figure 2

Therapeutic Importance of New Drugs
Approved by FDA (1992-1999)
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Source: FDA/Center for Drug Evaluation and Research, “NDAs Approved in Calendar Years 1990-
1999,” December 31, 1999.

Note: According to the FDA, “priority review” is for drugs that represent a “significant improvement
compared to marketed products in the treatment, diagnosis, or prevention of a disease.” “Standard
review” is for drugs that “appear to have therapeutic qualities similar to those of one or more already
marketed drugs.”
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VIl. What Tax Burden? The Drug Industry Is Lightly Taxed

The drug industry has historically realized significant savings from four tax credit provisions. the
foreign tax credit, possessions tax credit, research and experimentation tax credit, and the
orphan drug tax credit (all of these are in addition to deductions for research expenditures which
are worth 34 cents on the dollar). Combined, these tax credits have alowed the drug industry to
save $4 hillion a year in taxes, according to the Congressional Research Service.*°

= |nall, theindustry used tax credits to save almost $28 billion from 1990 through 1996.°*

= The drug industry has aso taken advantage of a tax break for companies that build
factories in Puerto Rico. From 1980 through 1990, the GAO estimated that 26
pharmaceutical companies had tax savings of $10.1 billion thanks to this tax credit.>?

» Thedrug industry’s effective tax rate has been lower — much lower in some cases — than
that of amost every maor industry, despite its very high profitability. The drug
industry’s effective tax rate averaged 16 percent from 1993 through 1996 compared to
27 percent for all major industries over the same period.>® (See Figure 3)

Figure 3

Average Effective Tax Rates
for the Drug Industry and
Major Industries 1993-1996
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Source: Congressional Research Service Memorandum, “Federal Taxation of the Drug Industry from
1990 to 1996,” December 1999.
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Note: An industry’s effective tax rate differs from its statutory corporate tax rate. Hence, the
industry deducts R&D expenses at the 34 percent corporate tax rate, yet aso pays at the same
time an effective tax rate of 16 percent. This is not inconsistent in any way. It's very similar to
what many Americans experience when they itemize their persona taxes. The 34 percent
deduction is on a firm’'s taxable income and it reduces a firm’s taxable income. The effective tax
rate is a calculation based on tax credits, which are applied to reduce the tax liability, or taxes
owed, after determining taxable income. For more details, see Appendix D.

VIIl. More Public Aid: Monopoly Patents and Research Incentives

In addition to research subsidies and tax credits, the drug industry enjoys other forms of
government assistance, including patent extensions and lucrative incentives for testing the safety
of drugsin children.

The federal government grants drug companies monopoly patents on new products that last 20
years, from date of patent application to expiration. More important is the “effective patent life”
of adrug, which is the number of years remaining in adrug’'s patent term after the U.S. Food and
Drug Administration approves the drug for market.

Starting in the mid-1980s, the federal government adopted severa laws that extended the
effective lives of drug patents. Combined, various laws of the 1980s and 1990s (Hatch-Waxman
Act of 1984, Prescription Drug User Fee Act of 1992, the Uruguay Round Agreements Act of
1994, and the Food and Drug Modernization Act of 1997) have added 4.4 to 5.9 years of
effective patent life. Effective patent life now averages 13.9 to 15.4 years.>* (See Figure 4)

Figure 4

Growth in Effective Patent Life or Market Exclusivity
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Source: National Institute for Health Care Management, "Prescription Drugs and Property Rights,”
2000.
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These patent extensions create a windfall for drug companies. For example, a pediatric
exclusivity provision contained in the Food and Drug Modernization Act of 1997 gives Six
months of extra monopoly patent protection, or exclusivity, to a drug in return for the
manufacturer conducting studies on the safety of the drug for children. Critics of the provision
complain that it creates a lucrative incentive for companies to test their most valuable drugs on
children, rather than those drugs most needed by children.

Indeed, drug companies are gaining the six-month bonus by testing some drugs that treat
conditions uncommon in children, such as arthritis, ulcers and hypertension. For instance,
pediatricians wrote less than 1 percent of the prescriptions for Glucophage, an adult-onset
diabetes drug, and Vasotec, a hypertension medicine. The six months of extra exclusivity won by
these drugs is worth nearly $1 billion in sales.®

Because the pediatric incentive delays the introduction of lower-priced generic drugs, the FDA
estimates that it will reward drug companies with $592 million per year in additiona profit and
cause consumers to pay an additional $14 billion over 20 years in higher prices.®® (For more
complete analysis of pediatric exclusivity, see http://www.citizen.org/ congress drugs/
pediatricexclusivity.html)

IX. High U.S. Drug Prices Don’t Necessarily Mean More R&D

The pharmaceutical industry is a globa industry dominated by large multinational companies.
Since the 1980s, U.S. pharmaceutical companies have merged with or acquired significant stakes
in European firms, and vice versa. All drug companies, regardless of where their national
headquarters are located, charge higher prices in the U.S. market. That doesn't mean, however,
that R&D will diminish if U.S. prices are moderated, as PhARMA President Alan Holmer has
declared.

There are several reasons why. For one, profit margins are large enough that reducing them will
still leave plenty of money for research. For another, cutting research is anathema to a drug
company. It means walking away from new and potentially lucrative drugs. And that seems an
odd course to take at a time when research is becoming quicker because of advances in
technology and thus, cheaper.

“A decade ago, a good research chemist could produce 50-100 new compounds a year. Today
with standard combinatoria chemistry, the same chemist can turn out a couple of thousand
compounds a year,” according to industry analysts at PricewaterhouseCoopers. “Meanwhile,
high-throughput screening has massively accelerated the speed at which compounds can be
tested to identify the most promising molecules.” >’

The upshot of this move towards “e-R&D”? New technologies “will enable drug manufacturers
to accelerate the selection process, reduce the costs of preclinical and clinical studies, and
increase their overall chance of success. We estimate that they could collectively save at least
$200 million and two to three years per drug.”°®
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In addition, the drug industry will soon enjoy a “demographic tailwind” as the Baby Boom
generation hits retirement age and consumes more prescription drugs. “The fundamentals are
massively positive,” said Tom McKillop, head of AstraZeneca, the company that makes the
world's best-selling drug, Prilosec. “We've got huge increases in the number of elderly. And
we're at a new phase of pharmaceuticals. Discoveries now involve the chronic degenerative
diseases like Alzheimer’s... The science has never been more exciting.” *°

Price and profit controls — which exist in virtually all European countries — haven't hurt the
thriving drug industry in Europe where companies such as Glaxo Wellcome, Novartis, Aventis,
AstraZeneca and Roche all have revenues that put them in the top 10 companies in global drug
sdles. (There are five American and five European companies in the top 10.)%°

While it is true that many European companies have substantial sales in the U.S,, they ill
maintain robust R& D activities, despite the price controls in the European market.

A recent study by the Tufts Center for the Study of Drug Development notes that 49 percent of
107 new chemical entities it reviewed were first approved for market in the U.S.5 This suggests
that a mgjority of new NCEs are developed outside the U.S. If that’s the case, then it appears that
R& D operations of European companies are indeed healthy despite price controls.

This conclusion is supported by data concerning new drugs and the home-base of the companies
that are bringing them to market. As Figure 5 shows, European-based companies have produced
more new molecular entities (NMEs, which are similar to NCEs) in the last decade than
American companies. While some important facts are not reflected in this data — such as where
the European companies actually conducted their research and sold these drugs — the numbers do
support the assertion that European companies have strong R&D activities, while operating
under price controls.

There are many factors that shape R&D and government regulation of pricesis just one of them.
As a GAO report concluded: “[D]rug prices are only one of many factors that influence
pharmaceutical R&D. Therefore, pharmaceutical spending control policies can coexist with a
strong research-based industry, even though by themselves such policies would decrease R&D
spending.” 2

Any debate about prices and R&D must address not just the average cost of R&D per drug, but
also the more important question of whether prices are already too high or are increasing too fast.
In addition, any debate should look at whether dollar returns on R&D investments are more than
enough to continue to induce investment in drug research.

On this last point, the OTA study was clear and unequivocal — returns were more than enough to
stimulate investment. Specifically, the OTA found: “Each new drug introduced to the U.S.
market between 1981 and 1983 returned, net of taxes, at least $36 million more to its investors
than was needed to pay off the R& D investment.” ®3
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Furthermore, the OTA said, “The long-run persistence of higher dollar returns... than the amount
needed to justify the cost and risk of R&D is evidence of unnecessary pricing power for ethical
pharmaceuticals.” ®

Figure 5
New Chemical or Biological Entities
Placed on the Market According
to the Nationality of the Company
1990-1999
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Source: European Federation of Pharmaceutical Industries and Associations, The Pharmaceutical
Industry in Figures, 2000. A drug is defined as a new chemical or biological entity if it has never
before been marketed regardless of dosage form.

Finally, the OTA said it's not clear whether a reduction in R&D spending would necessarily be
harmful. “Whether a decrease in R&D would be good or bad for the public interest is hard to
judge. It is impossible to know whether today’s level of pharmaceutical R&D is unguestionably
worth its cost to society [in high prices].” ®°

It could very well be that some research can wither without significant consequence. Section VI
showed that the majority of drugs that companies bring to market are not drugs that represent
important therapeutic advances. Rather, most are me-too drugs that replicate already successful
drugs so that different companies can gain a cut of a burgeoning market. Some industry critics
argue that less research on me-too drugs would improve the overall quality of industry research
and decrease clutter in the market.

X. Advertising, Not R&D, Is the Drug Industry’s Fastest Growing
Expenditure

Since Senator Estes Kefauver's groundbreaking hearings into the business practices of U.S.
pharmaceutical companies in the late 1950s, the industry’s investment in marketing to gain and
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maintain market share has been well documented. Public Citizen's Health Research Group has
exposed the negative impact on consumer and patient health that the industry’s dick and all-but-
unregulated marketing practices produce (see www.citizen.org/hrg/publications/drugs.ntm then
scroll down to “promotion” for a list of publications). Since the FDA relaxed standards for
Direct-to-Consumer (DTC) TV ads in 1997, drug advertising — and its negative consequences —
have escalated rapidly.

As a result, promotion and advertising have driven drug expenditures higher and higher. And
while it's impossible to pinpoint (because of industry secrecy) how much of the industry’s R&D
costs are actually market research, we do know the following:

In 2000, the 11 Fortune 500 drug companies devoted nearly three times as much of their
revenue to marketing and administrative costs (30 percent of revenue) as to research and
development (12 percent of revenue).®®

Drug industry spending on DTC advertising increased at a far greater rate (38 percent) in
1999 than spending on research and development (14 percent).®’

One blockbuster drug was hyped more than Coke and Bud: After the FDA relaxed its
rules on TV advertising in 1997, Schering-Plough spent $136 million in 1998 advertising
its allergy drug Claritin. That’s more than Coca-Cola Co. spent advertising Coke, or
Anheuser-Busch spent advertising Budweiser that year.®

Prior to the FDA'’s relaxation of the DTC standards the drug industry spent $791 million
on advertising in 1996. It is estimated that DTC spending totaled $2.5 billion for the year
2000, an increase of 216 percent over 1996 and 39 percent over 1999.%° (See Figure 6)

Increased advertising seems to be playing a big part in increased spending on drugs. The
25 most-advertised drugs accounted for 41 percent of the increase in overall 1999 drug
spending. "

It's clear why drug companies are spending more and more on advertising — it works. In a
1998 IMS Health survey of physicians, 97 percent of allergists said their patients were
influenced by DTC advertising.

In a UCLA survey, 92 percent of consumers said they had heard of Claritin; 25 percent
said that if their doctor advised against prescribing a particular drug they would switch
doctors. "

Advertising is becoming more important to drug companies: The drug industry is shifting
the core of its business away from the often unpredictable task of creating drugs and
toward the steadier business of marketing them. Marketing of Viagra to heathy young
men is an example of how the industry is pinning its future less on new products and
more on persuading people to buy the pills already being sold. "
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Figure 6

Direct-to-Consumer Ad Spending
by Drug Companies
(1996-2000)
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Source: IMS Health figures made available to Public Citizen on April 18, 2001.
Note: 2000 figure estimate based on DTC spending through October.

XI. Conclusion and Recommendations

The prescription drug industry is arguably America’'s most government-coddled industry. It
receives a 20-year monopoly patent on the drugs it develops, permitting companies to charge
whatever the market will bear for life-saving drugs. The industry is one of the least taxed in
America, yet it has the highest profit margin of al industries — three times the average of all
industries. It claims to be a high-risk industry, yet for almost two decades it has topped the profit
charts by a factor of two and more recently three. Taxpayers fund significant amounts of the
research that results in new drug discoveries, but demand next to nothing in return — not even a
simple accounting of our investment. It is time to form a new relationship on behaf of
America s consumers between our government and the drug industry.

The financial outlook for the prescription drug industry has never been healthier. In 2000, the 11
largest drug companies netted $28 billion in profits — a 15 percent increase in their return on
revenue over 1999. (See Public Citizen's report at:

http://www.citizen.org/congress/drugs/factshts/mostprofitable.ntm).  The profits of one drug
company, Merck ($6.8 hillion), were larger than the combined profits of al the Fortune 500
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companies in each of the following industries. airline, entertainment, metals, food production
and hotel/casino/resort industries.

And the picture looks just as rosy, if not rosier, for the future. As Fortune magazine noted in a
recent issue, “Never has an industry had brighter long-term prospects...pharma is highly likely to
match or exceed the past decade’s performance, in which it generated average annual returns of
25 percent. In a queasy economy, that’s powerful medicine indeed.”

Public Citizen believes that it is essential that America maintain a strong and vibrant prescription
drug industry — one that provides healthy but reasonable profits to attract investors. However,
this report shows that there is no essential connection between high prices and revenues for the
industry and the invention of new medications. The industry has massively overstated the
amount it spends inventing new drugs. It devotes much more of the revenue it takes in to paying
dividends to its stockholders and to promoting drugs it has aready created than it does to
inventing new drugs. It leaves much of the truly pioneering research into deadly diseases to
publicly funded researchers at the National Institutes of Health and universities around the world.
And the drugs the industry “invents’ are more likely to be knock-offs of drugs already on the
market than they are to be new cures for a deadly disease.

In light of this situation, Public Citizen makes the following recommendations to Congress:
A. Drug Price Cost Containment

1 Medicare cost containment: As Congress debates enacting Medicare
prescription drug coverage there is a deafening silence about giving Medicare the
authority to negotiate drug prices as it aready negotiates hospital and physician
payments. If the Departments of Defense and Veterans Affairs can negotiate
deep price cuts there is no rationale for prohibiting Medicare from doing the
same. Yet no major bill proposes such authority because of the power of the drug
industry over lawmakers. As recent Congressional Budget Office projections
show, given the rising cost of drugs and the budgetary limits placed on a drug
benefit, it will be very difficult to construct a benefit that is generous enough
along with premiums and cost sharing that are low enough to attract a sufficient
number of Medicare beneficiaries to make the program viable. The logica
solution is to reduce the cost of drugs. There are different ways to alow for
Medicare negotiated prices — the bottom line could be a savings that is 30 percent
to 40 percent greater than that anticipated under current Democratic reform
proposals using a pharmacy benefit manager model. The Merill Lynch
investment company noted in a 1999 report that such savings would result in a net
revenue loss to the drug industry of only 3.3 percent because lower prices would
stimulate greater demand.

2. Reasonable pricing of drugs developed with taxpayer support: Drug
companies should be required to sell drugs that have benefited from taxpayer-
funded research at reasonable prices to al, including the Medicare program.
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Reasonabl e prices would be determined in a fashion similar to that used in other
advanced industrialized countries. Drug companies would be required to submit
price applications in which they would propose a price at which they planned to
sdll their drug along with ajustification for that price. The justification would
include alisting of the research and development expenses by the company, a
detailed accounting of therole of federally-funded research in the development of
the drug, and the anticipated therapeutic benefit of the drug. The reasonable price
would be set such that the company would receive a healthy but reasonable profit
above and beyond its expenses. In determining a reasonable price for adrug, an
examination would also be made of the price of drugs in the same therapeutic
classin the U.S. and other advanced industrialized countries. The reason that
taxpayers fund government research through the National Institutes of Health
(NIH) isto develop cures for dread diseases. Clearly, NIH research does little
good if consumers cannot afford the drugs that were developed with our tax
dollars. This proposa would benefit all those who rely on essential medications,
not just Medicare beneficiaries.

Payment based on the value of drugs. As discussed in this report, much of the
research and development and advertising by the drug industry is for the
production and marketing of me-too drugs, which represent little or no therapeutic
improvement over existing drugs. FDA should require studies of the comparative
efficacy and safety of drugs as a condition of their approval. Medicare should not
cover new drugs unless there is scientific documentation of a therapeutic
advantage over older approved drugs. For drugs that show a genuine therapeutic
advance, Medicare would cover the drug and negotiate a fair price based on the
new innovation. If Medicare were to do this, then a Medicare drug benefit would
not hinder genuine innovation, as the drug industry has asserted, but might act as
an inspiration to innovation. In the event that Medicare were unable to create a
system of negotiated payments based on a drug’'s value, then studies of drugs
comparative value could be conducted through the Centers for Education
Research and Training (CERT) created under Food and Drug Administration
Modernization Act of 1997 (FDAMA). CERT sites are independent, academic
centers that given adequate funding could evaluate the comparative vaue of
drugs. Private payers should use the work of the CERT sites to set their coverage
policies for new drugs as a way of controlling costs in the private sector and
creating an incentive for innovative research.

B. Industry Transparency & Preventing Conflicts of Interest

1.

Better tracking of taxpayer developed drugs: Legidation must be enacted that
requires the NIH to maintain a public record detailing the extent of federaly-
funded support towards the research and development of new drugs. By forcing
the NIH to formally track the role of research it funds in the creation of new
drugs, the public will be better able to hold the industry accountable for how it
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uses the research it is given and be able to seek compensation for such public
assistance in the form of reasonable prices for drugs.

Require disclosure of the cost of R&D: Since drug industry claims about the
cost of R&D play such a prominent role in its campaign to oppose Medicare drug
coverage and Medicare-negotiated drug prices it would be very valuable for the
government and private sector to be able to determine how much it costs for the
industry to develop new medicines. Currently, only Congress may subpoena drug
company financial records to determine what the industry spends on R&D —
authority it has not used. The General Accounting Office also should be given
such authority in order to determine if the numerous government programs that
purchase drugs are being defrauded.

Require disclosure of best prices: The public debate over what can be done
about the high price of prescription drugs for U.S. seniors and other consumers
has been stymied by a lack of information about the discounts that the industry
offers its most favored domestic and foreign purchasers. Legidation should be
enacted that would force the industry to reveal to policy makers the lowest prices
it charges to purchasers here and abroad.

Prohibit drug researcher conflicts of interest: Oftentimes, researchers use non-
profit institutions to apply for government research grants, but then enrich
themselves by funneling the results of that research to for-profit companies that
they control or are employed by. Congress should enact legislation to prevent
such abuse of the taxpayer trust. Or, if Congress is unwilling to prohibit such
conflicts of interest, it should require grant recipients to fully disclose them.

C. Ending Corporate Welfare

1.

End the pediatric incentive for all new drugs: Pediatric exclusivity is a
provision in current law that gives drug companies an additional six months of
monopoly marketing protection for testing drugs in children. If this provision is
reauthorized this year it will mean $29 billion in additional revenue for the brand-
name drug industry over the next 20 years. This provison should not be
reauthorized. Instead, Congress should grant the FDA authority to require that all
new drugs likely to be used in children be studied for safety and efficacy in
children as a pre-condition of marketing approval. The FDA has estimated the
annual cost of conducting those studies if they had been required between 1993
and 1997 a $80 million.” This is a modest cost in exchange for lucrative
monopolies granting the rights to market a prescription drug. The amount
represents less than one-half-of-one-percent of the $28 billion in profits earned by
the top 11 drug companies in 2000. For more on this go to:
http://www.citizen.org/congress/drugs/pedexclusivityfactsheet.html.
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2. No patent extensions/no patent abuses: The Hatch-Waxman Act, which was
passed in 1984, has been described as legidation that balanced the public’s need
for access to lower-priced generic drugs and the brand name drug industry's need
for adequate revenues to fund the research and development it uses to invent
medications. However, in the years since the Act was passed the drug industry
has exploited loopholes in the law to extend their lucrative patents on drugs in
ways that were not intended by the Act. One of the loopholes in the law is a
provision that prevents a generic from coming to market for 30 months after a
lawsuit for patent infringement has been filed against them by a brand name
company. The industry exploits this loophole by filing frivolous lawsuits against
generics -- thus delaying the entry of competing products by at least 30 months.
This provision in the Hatch-Waxman Act should be revised so that brand name
drug companies can only receive protection from competition if they can provein
a court of law that there is a good reason that a competing generic ought to be
kept off of the market. This change is contained in legidation pending before the
U.S. House and Senate, the Greater Access to Affordable Pharmaceuticals Act,
Schumer-McCain/Brown-Emerson, S. 812/H.R.1862.

C. Comparative Drug Information

1 Require the FDA to estimate the therapeutic value of new drugs: In order for
the public and private sectors to be better equipped to negotiate lower drug prices,
better information is needed about whether new products may offer a therapeutic
advantage over older drugs or are smply me-too drugs. This would be similar to
the system used by the FDA prior to 1992 in which it distinguished between drugs
that represented an “important therapeutic gain, a “modest therapeutic gain,” and
“little or no therapeutic gain."

2. Analyze the compar ative value of all currently-approved prescription drugs:
Congress should require the FDA or else establish a private entity to study the
comparative value of all prescription drugs so that consumers, payers, and doctors
can be better informed. If funding for the Centers for Education, Research and
Training (CERT) established under FDAMA were increased, they could do this
research. As a condition of federal support, academic medical centers could be
required to use this unbiased information in educating medical students and in
continuing medical education so that doctors can make distinctions between “me-
too” and breakthrough drugs in their prescribing decisions. Also, such information
would be made available to medical insurance payers so that they could make
better decisions about which drugs to cover.

E. Regulate Drug Company Advertising and Promotion

1 Require FDA to promulgate regulations for direct-to-consumer (DTC)
advertising: As this report shows, drug company advertising to consumers plays
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a role in rising prescription drug costs. But currently there is limited FDA
authority to regulate such advertising. Congress should require the FDA to issue
regulations concerning DTC advertising by a date certain. These regulations
should require that drug companies provide consumers with scientifically
accurate, useful, comparative information about the value of drugs in ther
advertisements and in the packaging of the drugs they manufacture.

2. Assure adequate FDA funding to monitor both professional and DTC
advertisng: The FDA office charged with overseeing drug advertising, the
Divison of Drug Marketing Advertisng and Communication (DDMAC), is
woefully understaffed. While the dollar value of DTC advertising and promotion
has more than tripled from $791 million in 1996 to $2.5 billion in 2000, and other
advertising, to professionals, also increased, the number of FDA staff assigned to
review and investigate all prescription drug advertising during this same period
has increased from 11 to only 14. Clearly, in order for FDA to protect consumers
from misleading claims in advertisements by the drug industry that help to fuel
double-digit spending increases, additional staff for DDMAC is essential.

3. Strengthen FDA enforcement: To give FDA stronger enforcement powers,
Congress should give the agency the authority to level civil monetary fines for
misleading drug advertising. The FDA has asked for such authority in the past.
(See American Journal of Law and Medicine, 1999, p. 149.).
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Appendix A

Chapters on R&D Costs for New Drugs from the Office of Technology
Assessment Report “Pharmaceutical R&D: Costs, Risks and
Rewards”

See attached
Chapter One: Summary
Chapter Three: The Costs of Pharmaceutical R&D
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n this assessment, the Office of Technology Assessment

examined the costs of pharmaceutical research and

development (R&D), the economic rewards from that

investment, and the impact of public policies on both
costs and returns. Below is a brief synopsis of the study’s major
conglusions:

SUMMARY OF FINDINGS

 Pharmaceutical R&D is a costly and risky business, but in
recent years the financial rewards from R&D have more
than offset its costs and risks.

. The average aftertax R&D cash outlay for each new drug
that reached the market in the 1980s was about 563
million (in 1980 dollars). The R&D process ook 12
years on average. The full aftertax cost of these outlays,
compounded to their value or tho day of market
approval, was roughly $194 million ( 1990 dollars).

. The cost of bringing a new drug to market is very sensitive
to changes in science and technology, shifts in the kinds
of drugs under development and changes in the regula-
tory environment, All of these changes are OCCUrTin!
fast. Consequen.ly, it is impossible to predict the cost or
bringing a new drug to markel today from estimated
costs for drugs whose development began more than a
decade ago.

» Each new drug introduced to the U.S. market between 1981
and 1983 retumed, net of taxes, at least 336 million more
to its investors than was needed to pay off the R&D
investment. This surplus return amounis to about 4.3
percent of the price of each drug over its product life.

Summary
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. Dollar returns on R&D are highly volatile

over time. Changes in R&D costs. tax
rates, and revenues from new drugs are
the most important factors influencing
net retumns. Drugs approved for market-
ing in 1984-8% had much higher sales
revenues (in constant dollars) in the early
yaars atter approval than did drugs ap-
proved in 1981-83 On the other hand,
R&D costs may be increasing and ge-
neric competition  ld be much suffr
for these drugs auer they lose pateat
protection.

»Over a longer span of time, economic retwrns

to the pharmaceutical industry as whole
exceeded returns to corporations in other
industries by about 2 to 3 percentage
points per year from 1976 to 1987, after
adjusting for differences in risk among
industries, A risk-adjusted difference of
this magnitude is sufficient to induce
substantial new investment in the phar-
maceutical industry,

. The rapid increase in revenues for new drugs

throughout the 1980s sent signals that
more investment would be rewarded
handsomely. The pharmaceutical indus-
try responded as expected, by increasing
its investrnent in R&D. Industrywide
investment in R&D accelerated in the
19803, rising at a rate of 10 percent per
vear (in constant dollars).

. The rapid increase in new drug revenues was

made possible in part by expanding
health insurance coverage for prescrip-
tion drugs in the United States through
most of the 1980s. Health insurance
makes patients and their prescribing phy-
sicians relatively insensitive to the price
of a drug. The number of people with

prescription drug coverage increased. and
the quality of coverage improved.

. Almost ail private health insurance pluns

covering prescription drugs are obligated
10 pay their share of the price of virtually
any EDA-approved use of a prescription
drug, FDA approval acts s A de fucto
coverage puideline for preseripuion drugs.
Most health insurers have almost no
power to influence prescribing behavior
or to control the prices they pay for
patented drugs.

» Manufacturers of drugs that are therapeuti-

cally similar to one another compete for
business primarily on quality factors.
such as ease of use, side-effect profiles
and therapeutic effect, With price-
conscious buyers such as health mainte-
nance organizations (HMOs) and hospi-
tals, however, they have engaged in morc
VigOrous price competition.

. If price competition among therapeutically

similar compoumds became more com-
mon, the directions of R&D would
change and the total amount of R&D
would probably decline. Whether a de-
erease in R&D would be good or bad for
the public interest is hard to judge. It is
impossible 1o know whether today level
of pharmaceutical R&D is unquestionably
worth its costs to society.

« The National Institutes of Health (NIH) and

nther Public Health Service laboratories
have no mechanism to protect the pub-
lic's investment in drug discovery, devel-
opment and evaluation. These agencies
lack the expertise and sufficient legal
authority to negotiate limits on prices 1o

be charged for drugs discovered or devel-
oped with Federal funds,




INTRODUCTION

Pharmaceutical R&D is the process of discov-
¢ring, developing, and bringing to market new
ethical drug products. Most pharmaceutical R&D
is undertaken by private industrial firms. and this
report 1s about how and why industrial pharma-
ceutical companies make decisions 10 undertake
R&D, what they stand to gain from such invest-
ments, and how they are helped or hindered by
public policies that influence the process.

Industrial R&D is a scientific and an econ. .2ic
process. R&D decisions are always made with
both considerations in mind. Science defines the
opportunities and constraints, but economics
determines which opportunities and scientific
challenges will be addressed through ndustrial
research,

This report focuses mainly, but not entirely, on
the economic side of the R&D process. In this
perspective, pharmaceutical R&D is an invest-
ment. The principal characteristic of an invest-
ment is that money is spent today in the hope that
even more money will be returned to the investors
sometime in the future, If investors (or the
corporate R&D managers who act on their behalf)
believe that the potential profits from R&D are
worth the investment's cost and risks, then they
will invest in it. Otherwise, they will not.

ORIGINS AND SCOPE OF OTA's STUDY

OTA's study of pharmaceutical R&D grew out
of a long-standing congressional debate over the
prices of ethical drugs. Increases in real (inflation-
adjusted) drug prices and perceived high prices
for new drugs have been a concem of rongres-
sional committees for more than 30 years.

The industry's collective response 1o charges
that drug prices are too high or are incregsing too
fast has been to point to the high and increasing
cost of pharmaceutical R&D and their need to
repay investors for their substantial and tisky
investments (325,326,505), Industry representa-
tives have pointed to acadernic studies of the
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Bharmaceutical rasearch and developmant is poth a sciantific
and an aconomic procass. Parsonnek, wquiprent and facllities
coma together in sophisticated organizations required for
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average cost of bringing a new pharmaceutical
compound to the market {324,326). One objective
of OTA's report is to evaluate the accuracy of the
industry’s claims by examining the data and
methods used to reach such conclusions.

By ielf, the average cost of pharmaceutical
R&D tells little about whether drug prices are too
high or are increasing too fast, A more important
question is whether the dollar returmns on R&D
investments are higher or lower than what is
needed to induce investors to make these invest-
ments, The long-run persistence of higher dollar
retumns in the industry as a whole than the amoumt
needad 1o justify the cost and risk of R&D 1s
evidunce o unnecessary pricing power for ethical
pharmaceuticals (366). OTA examined the eco-
nomic returns to investors in pharmaceutical
R&D.

The U.S. Federal Government is anything but
a passive observer of the industrial pharmaceuti-
cal R&D process. The Federal Government subsi-
dizes private R&D, regulates the introduction and

' Ethical arugs we biological and medicinal chemicals averised and promoted primarily o the medicat, pharmacy, and allied professicns,

Ethicai drugs include products avalacle only by preseription as welt s« some aver-the-counter drugs 13201 Strictly speaking, ethical drugs
nctule dugnosnc s well as therapeutic products, but this repert coneentrates on R&D for terapeut eihical drugs.
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desired change in g hiological system fe.g.,
(= . -

the hundreds of millions.

of potentially harmful biclogical properties.

Box I-A-The Content of Pharmaceutical R&D

Synthesis and Extraction—The process of identifving new molecules with rhe potential 1 produce u
o inkikitar siimudate an important enzvme. (o alter ¢
merabolic pathway, or (o change eellular suchve). The process may require: 1) research on the
fundamental mechanisms of disease or hiological processes: 2) research on the action of known
therapeutic agents: or 3) random selection and broad biological screening, New molecules can be
produced through artificial synthesis or extracted from natural sources {plant, mineral, or animal). The
number of compounds that can be produced based on the same general chemical structurg runs e

Biological Sereening and Phamacological Testing--studies ro explore the pharmacological activity and
therapeutic porential of compounds. These 18818 involve the use of antmzls, isotated cell culres and
tissues, enzymes and cloned recepior sites as well as computer models. If the results of the tests suggest

potential benefictal activity, related compounds-—-each a unique structural modification of the
original-are tested to see which version of the molecule produces the highest level of

pharmacological activity and demonstrates the most therapeutic promise, with the smallest number

Pharmaceutical Dosage Formulation and Stability Testing—The process of rurning an active compound
inter u form and strength suitable for human use. A pharmaceutical product can take any one of a
number of dosage forms (i.¢., liquid, tablets, capsules, ointments, sprays, patches) and dosage
strengths (i.e., 50, 00, 250, 500 mg). The final formulation will inchsde substances other than the
active ingredient, called excipients. Excipients are added to improve the taste of an oral product, o
allow the active ingredient to be compounded into stable tablets, to delay the drug’s absorption into

marketing of new drugs, and pays for many drugs
through Federal health care programs. Federal tax
policies also alter R&D costs and returns. OTA
assessed how Federal policies affect R&D costs
and returns and how well Federal agencies protect
the direct and indirect Federal invesiment in
pharmaceutical R&D.

ISSUES BEYOND THE SCOPE
OF THIS STUDY

OTA did not examine the implications lor the
competitiveness of the U.S.-based pharmaceuti-
cal industry of Federal policies affecting pharma-
ceutical R&D. The U.S.-based industry is a leader
in the discovery and development of new drugs,
particularly important new drugs with global
markets. The U.5.-based industry has introduced
roughly one out of every four new compounds
introduced to the world market since 1961
(68.342) and is 5o far unchallenged as the leader

in biotechnology-based drugs and vaceines. All
of the 15 biotechnology-based drugs and vaceines
approved in the United States as of August 1991
were developed by U.S -based firms (453).

Federal policies affecting R&D obviously af-
fect the U, S.-based industry, but their influence
on the relative competitiveness of the U.5.-based
industry is much more difficult to predict. Most of
the U.§, Federal policies in place today that affect
drug R&D are neutral with respect to the drug’s
country of origin. Whether the United States
should adopt policies that explicitly encourage
U.8.-based R&D or manufacturing is beyond the
scope of this project.’

THE NATURE OF PHARMACEUTICAL
R&D INVESTMENTS

P Pharmaceutical R&D's Two Objectives:

New Drugs and New Markets
Pharmaceutical R&D includes many different
scientific and clinical activities (see box 1-A),

“For an examination of the competitiveness of U.S.-based dedicated biotechnology companies, seg OTA's recert (eport on the subject

{453).
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the body, or to prevent hacterial arowth in liquid or ¢ream preparations. The impact af cuch on the
human body must be tested

Toxicology und Safety Testing—Tests o determine the potential risk @ compaund poses 1 mar and the
environment. These sudies involve the use of animals. tssue cultures, and other test systems 10
exaine the relationship between factors such as dose level, frequency of administration, and duzation
of exposuce to both the short- and long-term survival of living organisms. Tests provide information
on the dose-response pattemn of the compound and its toxic effects, Most mxicology and safety 1wstng
¢ conducted on new molecular entities prior to their human introduction. but companies can choose
to delay long-term toxicity testing until after the therapeutic potential of the product is established.

Regulatory Review: Investigational New Drug {IND) Application—.4n applicarion fitedd with the U.S.
FDA prior to human testing. T-= IND applicati. .« is a compilation of all known information ahout the
compound, Tt also ncludes uescription of me clinical research plan for the product and the specific
protocal for phase | study, Unless the FDA says no, the IND is antomatically approved after 30 days
and clinical tests can begin.

Phase I Clinical Evaluation-The first resting of & hew compound in human subjects, for the purpose of
establishing the tolerance af healthy human subjects at different doses, defining its pharmacalogic
gffects at anticipated therapeuiic levels, and studying its absorption, distribution, metaholism, and
axcretion putterns i humans.

Phase [I Clinical Evaluation-Controlled clinical iriuls of a compound's potential usefulness and short
rerms risks. A relatively small number of patients, usually no more than several hundred subjects,
enrolled in phase 1T studies.

Phase [II Clinical Evaluation-Controlled and uncontrolled clinical trials of o drug’s safety and
effectiveness in hospital and outpatient sellings. Phase [1[ studies gather precise information on the
drug’s effectiveness for specific indications, determine whether the drug produces a broader range of
adverse effects than those exhibited in the smaller study populations of phase 1 and 11 studies, and
identify the best way of administering and using the deug for the purpose intended. If the drug is
approved, this information forms the basis for deciding the content of the product label. Phase III
siudics can involve several hundred to several thousand subjects,

Process Development for Manufacturing and Quality Control—Engineering and manufaciuring design
activities to establish a company s capacity 1@ produce a product in large volume and development
of pracedures to ensure chemical stabilirv, batch-ro-batch unifarmity, and averall product quality.

Bioavailability Studies: The use of healthy volunicers 1o document the rate of absorption and excretion
from the body of a compound s gctive ingredients. Companies conduct bicavailability studies both at
the beginning of human testing and just prior to marketing to show that the formulation used to
Jemonstrate safety and efficacy in clinical trials is equivalent to the product that will be distributed
for sale. Companies also conduct bioavailability studies on marketed products whenever they change
the method used to administer the drug (¢.g., from injecticn % oral dose form), the composition of the
drug, the concentration of the active ingredient, or the manufacrng process used to product the drg.
Regulatory Review: New Drug Application (NDAY—An application lo the FDA for approval to market
a new drug. Al information abow! the drug gathered during the drug discovery and develuprment
process s ussembled in the NDA. During the review period, the FDA may ask the company for
additional information about the product or seek clarification of the data contained in the application,

Postapproval Research—Experimental studies and surveillance activities undertaken after a drug Is
approved for marketing, Clinical trials conducted after a drug is marketed (referred to as phase v
Studies in the United States) are an important source of information on as yet undetected adverse
outcomes, especially in populations that may not have been involved in the premarketing trials (ie.,
children, elderly, pregnant women) and the drug's long-term morbidity and moertality profile.
Regulatory authorities can require companies to conduct Phase IV studies as a condition of market
approval. Companies often conduct post-marketing studies in the absence of a regulatory mandate.

SOURCE: Office of Technology Assessmem, [993: bascd on Pharmaceotical Manufacturers Association Annual Savey Reports,
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Before any new therapeutic cthical pharmaceuti-
cal produet can be introduced to the market in the
United States and most other industrislized coun-
tries, some R&D must be undertaken. but the
specific activities and required R&D expendi-
tures vary enormously with the kind of product
under development, New therapeutic ethical phar-
maceutical products fall into four broad catego-
ries:

s New chemical entities (NCEs)—new thera-
peutic molecular con,. .unds that have never
before baen used or tested in humans.’

s Drug delivery mechanisms--new  approaches
to delivering therapeutic agents at the de-
sired dose to the desired site in the body.

e Follow-on products—new combinations,
formulations, dosing forms, or dosing
strengths of existing compounds that must
be tested in humans before market introduc-
tion,

s Generic products—-copies of drugs that are
not protected by patents or other exclusive
marketing rights.

R&DD is needed to bring all of these products
to the market. National regulatory policies deter-
mine some of the required R&D, but some R&D
wautd be undertaken even if there were no new
drug regulation.

NCEs are discovered either through screening
existing compounds or designing new molecules;
once synthesized, they must undergo rigorous
preclinical testing in laboratories and animals and
clinical testing in humans to establish safety and
effectiveness. The same is true for novel drug
delivery mechanisms, such as monoclinal anti-
bodics or implantable drug infusion purnps.
Follow-on products also must undergo preclinical
and elinical testing before they can be marketed,
but the amount of R&D required to prove safety

and effectiveness 1% usually less than for the
original compound.

Even after a new drug has been approved and
introduced to the market, clinical R&D may
continue. Some of this postapproval clinical
evaluation is required by regulatory agencies 4s 2
condition of approval, but other clinical research
projects are designed to expand the market for the
drug. For example, much clinical research 15 done
to test new therapeutic uses for a drug already on
the market or to compare its effectiveness with
that of a competing product,

The ressarch required on a generic product 15
typically much less than on the original com-
pound it copies. In the United States, the makers
of generic products must show the U.S. Food and
Drug Administration (FDA) that the drug is
therapeutically equivalent to the original com-
pound, not that the compound itself is effective
against the disease. This involves much less R&D
than is necessary to introduce either NCEs or
follow-on products.

The discovery and development of NCEs is the
heart of pharmaceutical R&D), because the devel-
opers of follow-on or generic products build on
the knowledge produced in the course of develop-
ing them. The market for the compound and all its
follow-on products or generic copies in future
years rests on the R&D that led to its initial
introduction to the market. Most of the money
spent on pharmaceutical R&D goes to the discov-
ery and development of MCEs. Companies re-
sponding to the Pharmaceutical Manufacturers
Asscciation’s (PMA) annual survey estimated
that 83 percent of total U.8, R&D dollars in 1929
were spent in “the advancement of scientific
knowledge and development of new products™
versus “significant improvements and/or modifi-
cations of existing products”™ (320)."

" Angther term frequently used to refer to newly developed compounds is “new malecular entity” (NME). The U5, Food and Drug
Administration (FDA) coined the term for usc in its published statistical reports (474). The FDA includes some diagnostic agents and excludes
therapeutic biplogical in daa they present on NMEs, whereas in this report the term NGE is used to refer to therapeuic drugs and bislogicals -
but not to diagnostic products. OTA uses the term NME enly when discussing wock that specificaily employs FDA's defitition of that term.

‘How respending firms defined new products or modifications of existing products is unclear, however, and 102 scewsae y of reliability of

these estimates cannot beveified,




A patent on an NCE gives its ownet the right to
(avest in further R&D to test new therapeutic uses
ar produce follow-on products. This continuing
R&D may cxtend the compound’s life in the
market or increase its market size. Therefore, a
complete analysis of returns on R&D for NCEs
should encompass the costs of and returns on
these subsequent inyestments as well.

NCEs comprise two poorly-defined sub-
categories: pioneer drugs and “me-tgo” drugs.
Pioneer NCEs have molecular structures or mech-
anisms of action that are very different frum all
previously existing drugs in a therapoutic area.
The first compound to inhibit the action of a
specific enzyme, for example, is a pioneer drug.
Me-too drugs are introduced after the pioneer and
are similar but not identical to pioneer com-
pounds in molecular structure and mechanism of
action. Many me-too drugs are developed through
deliberate imitation of the pionecr compound and
have a shorter and more certain discovery period
(158). But, the R&D cost advantage gained by
imitation is typically met by a reduction in
potential dollar returns from being a late enfrant
to the market (55,158).

The distinction between pioneers and me-taos
is fuzzy, and not all me-too drugs are imitative.
Although it is rational for pharmaceutical firms te
imitate an existing product in order to share ina
potentially lucrative market {102,29%,346,363.418),
much of the R&D on me-too drugs is not imitative
but competitive, Companies race to be first 10 the
market. The race has one winner and often a field
of followers. The R&LD costs of those who lose the
race but manage ultimately to produce a product
may be as high as or even higher than the costs of
developing the pioneer compound,

For example, substantial R&D activity 15
currently underway in several pharmaceutical
companies to develop new asthma therapies
based on leukotriene inhibitors (403). A total of
25 compounds areé now under investigation. How
the research will proceed, which research pro-
grams will yield products that can be tested in
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humans, and which of those products will ulti-
mately meet the tests of efficacy and safety
required for market approval are anyone’s gUess.
Already, research has been discontinued on at
least three such products because of unanticipated
safety problems in amimal or clinical studies
(378,379}

# The Three Most Important Compenents
of R&D investment: Money, Time, and Risk

Investars spend money today to muk- more
money in the future, The less money reguired for
the investment and the more that is expected 10
the future, the better the investment iz. But money
is only the first component of the R&D invest-
ment. Not only do investors care about how much
money is required and the potential dollar retums
that may result, but they also care about the
second component: the timing of money outflows
and inflows. The longer the investor must wait 1o
get money back, the more he or she expects to get.
Stated another way, money that will come in
tomorrow, even with complete certainty, is not
worth a¢ much as the same amount in hand today.’

For risk-free investments, such as U.S. Treas-
ury bills, the required return (as a percent of the
capital invested) is determined by supply and
demand in the money markets. If the going
risk-free interest rate is 5 percent per year, for
example, an investor who puts up $100 expects 10
get at least $105 back next year. From another
point of view, 5100 promised for delivery next
year is worth only 593.23 today, because the
investor could take that $95.23, invest it ina
risk-free security, and have the $100 a year hence.
Not having access to the $95.23 today essentially
deprives the investor of the opportunity to invest
al the going interest rate.

The interest rate required to induce the investor
to permit his or her money to be used is referred
to as the opportunity cost of capital. The value
today (e.g., $95.23) of money promised for
delivery sometime in the future (e.g. £100),
evaluated at the opportunity cost of capital (e.g..

§ This principle lies behind the payment of interest on safe investments like insured bank deposits or U3, Treasury bills.




8| Pharmaceutical R&D: Costs, Risks and Rewards

3 percent), 18 referred to as the present value of
money.

Like all investments, R&D investments must
return enough money in the future 5o that the
present value of those retoms (evaluated at the
invesrment's cost of capital) is at least as great as
the amount of the investment,

Risk is the third component of the R&D
investment. Riskier investments require higher
dollar returns; otherwise investors would put their
money it safe investments like U.S. Trcasury
bills. Thus, the opportunity cost of capital for
R&D investmenis must be higher than the cost of
capital for risk-free investments. And, the present
value of §100 that is expected next year but with
a preat deal of uncertainty is cven lower than the
present value of a2 risk-free investment, How
much higher the opportunity cost of capital for an
R&D investment is, and how much lower the
present value of future expected returns is,
depcnds on the riskiness of the R&D investment.

Pharmacecutical industry exceutives often em-
phasize the particular riskiness of R&D. Analo-
gics to drilling for oil are common: R&D involves
many dry holes and a few gushers. According to
one industry executive, pharmaceutical R&D 15
like “wildcatting in Texas (188). 7 Data on the
dropout rate for drugs under development support
these nations that R&D is, indeed, an uncertain
and risky undertaking.

The risk that is accounted for in the opportunity
cost of capital is different from these copventional
notions about the risks of R&D. Modern finance
theory distinguishes between two different kinds
of investor risk; diversifiable risk and undiversifi-
able risk (59). The “wildcanting” risks of drug
R&D are diversifiable; the investor can invest in
a large diversified portfolio of R&D projects (ar
firms undertaking such projects) and obtain, on
average, an expected dollar retum that is very
predictable,

Phato cradit: BRISTOL-MYERS SOUBE COMPRNY

pharmaceutical R&D is dsky business. Clinlcal testing of
thousands of patients can result In the failura of a new
compound ta reach the market. Company scientists review
detailed clinical data on many patients to determinag the
tharapeutic benefit of 2 new agent.

For example, suppose the average MNCE enter-
ing clinical testing has a l-in-5 chance of ulti-
matcly reaching the market. If it does, it will make
on average $100 million for the company. The
expected dollar retumn, then, i1s 320 miltion,"1f
investo's diversify their portfolios across a large
enough number of R&D projects, they can bz
faitly certain that they will make, on average,
about $20 million per project. Thus, the variation
in returns due to the low probability of successful
drug development can be eliminated by diversify-

"The axpected valug is the avernge returm weighted by the probabi

fity of zach potential outcome: £100(0,20) + $0(0.80) = §20.




ing the investment portfolio across a large number
of projects.’

Some kinds of risk cannot be diversified away.
Suppose, for example, prescription drug sales
were closely linked to the state of the economy,
perhaps because high unemployment produces
more people who are uninsured and cannot afford
prescription drugs. Pharmaceutical R&D would
then have a great deal of undiversifiable risk
because returns on R&D would dupend on the
state of the economy as a whele, and investo's
cannot diversify away these economywide risks.

The central finding of modemn finance theoty is
that the cost of capital for a given investment must
be adjusted only for the portion of risk that is
undiversifiable. (See appendix C for an explana-
tion.) The technical risks of project failure that
weigh so heavily on the minds of R&D managers
and executives do not raise the opportunity cost of
capttal.

OTA used standard financial techniques to
obtain estimates of the cost of capital in the
pharmaceutical industry as a whole and the cost
of capital for pharmaceutical R&D investments in
particular. We relied on techniques and data
provided in a contract report by Stuart Myers and
Lakshmi $hyam-Sunder (285). The cost of capital
varies over time and across firms, but over the
past 15 years the cost of capital in the pharmaceu-
tical industry as a whole varied in the neighbor-
hood of roughly 10 percent after adjusting for
in)vestors‘ inflation expectations (see appendix
c).
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Pharmaceutical firms are collections of invest-
ments, some very risky and others much less so.
The undiversifiable risks of R&D projects are
higher than those of other investments that drug
companies must make, for reasons that are
outlined in appendix C. R&D investments are
riskier the carlier in the R&D process they are.
How much riskier is difficult to assess, but OTA
concluded that the cost of capital for the earliest
stages of R&D may be up to 4 percentage points
higher than the cost of capital for pharmaceutical
companies as 1 whole,

0 Investors Look Ahead

In making R&D decisions, investors try o
predict the possible future outcomes as accurately
as they can. They assess the present value of their
investments based on these predictions, not on the
basis of past performance or profits."An indus-
try’s past performance is informative to an
investor only to the extent that technology and
market conditions remain stable.

If investors always look ahead, then profits
from today’s drugs (which were developed with
yesterday’s R&D) do not determine how much
will be invested in R&D. R&TD managers do not
invest in R&D simply because they have the cash
on hand; they invest when the prospects for future
returns look promising.

This conclusion seems to contradiet the indus-
try’s contention that today’s profits are needed to
fund today’s R&D (356). The success of the
health-care oriented biotechnology industry in
raising external capital proves that companies can

“The portfolio diversification need not eccur within each individual company; investors can just as easily hold a diverse ponifolie of
companies in the industry. Within-company diversification may be important for managers whose professicnal and financial futures may rest
with their own firt’s performance, however. To the extent that ranagers seck 10 diversify (heir company’s investments far their uwn purposes,

they are nol tepresenting the interests of the fow's awners.

[0 interviews with executives and kD directors of eight pharma

ceutical fiems, OTA learned that few companies do formal present value

analyses 10 select R&D projects of fo defermine how much R2D should be condueted in any yeat, What is true for the pharmaceutical industry
may be truc maore generally, Scherer surveyed executives of Fortune 100 companies abou! their investmenl decisions and found that only about
31} percent of the responding companies used present vala analysis in decisions regarding R&D (364). The high tevel of technisal uncertainty
may lead 1o other decision sules for R&D. Total R&D budgets appear to be based on current 2nd recent eamings, managers' infuitive
asscssments of technical opportunities, and constraints on the rate of growth of R&D operations.

Despite the fact that formal investment analysis is infrequently used in R&D decisions, the presemt value of dollar retums to R&D across
the entire industry should approximate the present value of RED costs. Although R&D managers may not follow strict rules, companics whose
ipvestmants do nol return enough o cover the cost of capital will wimately fail, while those whose investinents return more than enough 10

caver the cost of capital will gradually expand their investments.
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raisc substantial R&D capital in external capital
markets when future prospects look promising.
Between July 1990 and July 1991, over 326
billion was raised by the biotechnolegy industry
from external financing sources, almost all of it
for health care applications (63)."

Established pharmaceutical firms do fired al-
most all of their investment nceds, not just Ré&D,
with internal cash flows from current operations
(285). Internal funds may carry a lower cost of
capital for complex investments like R&D. be-
cause outside investors are 1t a disadvantage in
being able to ass¢ss the potential returns an R&D
projects and will thercfore demand a higher
expected return on their money to cover the risk
of being misled by company managers (170,185}
The more complex the R&D, the more these
information disparities arc likely to raise the cost
of external sources of capital.

A higher cost of external capital than of internal
funds would cxplain companies’ clear preference
for intemally generated cash flows when they
have access to them. If the effcetive cost of capital
is lower for firms that have high cash flows, more
R&D projects would pass the present value test
and be undertaken. Thus, the availability of
intematly generated funds may increase the
amount of R&D that is performed over what the
R&D levels would be if all such funds had to be
raised in external capital markets.

How much more R&D is conducted because
established pharmaceutical firms usc cash flows
to fund their investments depends on how much
higher the cost of capital for outside funds is, The
size of external capital market investments in the
biotechnology industry (which has low current
operating cash flows) suggests that much of the
R&D currently financed in established firms
through internally generated cash would be un-
dertaken even if these cash flows were unavaila-
ble.

R&D COSTS: THE EVIDENCE

Although the investor always looks ahead in
making R&D decisions, R&D cost cstimates are
retrospective. R&D costs can change quickly as
underlying scientific, technical or regulatory con-
ditions change, so it is dangerous to predict much
about the future. or even about the costs of
projects under way today, from studivs of past
R&D costs, OTA looked at the existing studics of
R&D costs and also at recent trends in some
critical components of the cost of bringing W
drugs to market.

The costs of bringing a new drug to market
rightly include those for projects that werc
abandoned along the way. Since investors could
not have known beforchand which projects would
succeed and would not knowingly have invested
in the losers, these *dead-end’ costs are unavoid-
able costs of R&D.

The full cost of bringing a new drug to market
can be thought of as the minimal payoff required
from the drugs that successfully reach the market
required to induce investors to lay out the money
at cach step of the way. To measure the [ull cost
of past R&D projects, all outlays required to
achieve the successes must be compounded (or
capitalized) to their present value on the day of
merket approval at an interest rate equal to the
cost of capital.

The full cost of bringing a new drug to market
calculated in this way is much higher than the
amount of money companies must actually raise
to fund R&D projects. To pursue R&D, compa-
nics rust raise only enough money to cover the
actua. outlays for successful and unsuccessful
projects. Estimating the full cost of bringing a
new drug to market, by contrast, provides a way
of gauging how much money must be earned from
the successful drugs, once they reach the market,
to justify the rescarch outlays.

¥ The sotrces of external financiog used by biotechnology fims change from year 10 year. In the pust, R&D Limited Partnerships were an
attractive finacing mechusiss, but changes in federel tax law ook dway their advantage. [n 1991, initial public afferings were the major source
of funds. Verwre capital was less important than in previous years. Seal viotechoology companics loak to strategiv alliaces with traditional

pharmaceutical fuss [or sources of financing when ather sourees are unavailable (65).




The present value of full R&D costs has three
components:

 Cash outlays required to produce the suc-
cesses (and to pay for the sbandoned pro-
jeets along the way),

s Timing of the cash outlays, and

v Opportunity cost of capital for cach specific
R&D investment. ~

There is only one way te get information on
both the amount and timing of cash outlays
required to produce a successful NCE: take a
large and representative sample of R&D prajects
and, for each project, record incurred costs
month-by-month until the project is either aban-
doned or approved for marketing. Then, outlays
aver time can be converted to their present value
in a particular reference year at the appropriate
cost of capital. The present value of outlays per
approved NCE is the average cost of bringing an
NCE to market.

This projeet-level approach was used in a pair
of studies pioneered by Ronald Hansen (173) and
updated and extended by Joseph DiMasi and
colleagues (109). The frequent contention by
industry spokesmen that it costs 5231 million (in
1987 constant dollars) to bring an NCE tw market
(526) is the central result of the DiMasi study
(109). In 1990 constant dollars, the cost would be
5259 million."

The main problem with this approach is that
accurate data on ‘*he costs and time required to
reach specific milestones in the R&D process,
and rates of success or abandonment along the
way, are proprietary. Researchers must depend on
the ability and willingness of companies to supply
detailed data on R&D project costs and histories.
Hansen and DiMasi relied on surveys of 14 and 12
U.S.-based pharmaceutical fins, respectively,
that were willing to provide estimates of R&D
outlays and timing for the samples of newly
synthesized NCEs. The researchers could not
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audit these estimates for accuracy or consistency
A0r0S5 COmpanies,

Early in this assessment, OTA determined that
it would be infeasible to mount an independent
project-level study of R&D costs. Although
Congress has the power to subpoena company
data, pharmaceutical companies have actively
resisted providing it to congressional agencies. In
the past, the U.S. General Accounting Office
(GAO) tried to obtin data on pharmace' -1l
R&D (and other) costs but was ultimately fuled
after many years of effort that involved decisions
in the U.S. Supreme Court. {See appendix D for
a lepal analysis of congressional access to finan-
cial data.) Although business confidentiality ar-
guments are not sufficient to block a congres-
sional subpoena (423), such arguments can result
in protracted negotiations over whether or not the
information will be kept confidential and the
scope of the documents that must be turned over.
The pursuit of data from a number of companies
woutd be very costly and take many y¢ars.

OTA’s approach to R&D cost assessment
relied on a detailed analysis of the validity of the
Hansen and DiMasi studies. First, OTA examined
the validity of the methods used to estimate each
component of R&D costs (cash outlays, project
time profiles, and success rates). Second, OTA
tested the consistency of the resulting estimates
with coroborative swudies, Third, OTA examined
whether the rate of increase in real (i.e., inflation-
adjusted) R&D cost implied by the two studies is
consistent with data on trends in major cost
drivers, such as the number of subjects of clinical
trials, biomedical research personnel costs, and
animal research costs,

I Cash Costs Per Success

Hansen examined a probability sample of
about 67 NCEs originated by U.S.-based pharma-
ceutical companies first entering human clinical
trials from 1963 through 1975. DiMasi and
colleagues studied a sample of 93 such NCEs first
entering human trials from 1970 through 1982.

103 1 this T repon. all estmarcs of R&D costs and returns are expressed in 1990 constant dollars and were calculated by OTA using e

GNP implicit price deflator,
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Total cash outlays per successful new NCE were
cstimated at 565.5 million (in 1990 dollars) by
Hansen and at §127.2 million by DiMasi, a 94
percent incredse in estimated outlays per success-
ful new drug over the period of the two studies,
The two studies suggest that real (inflation-
adjusted) R&D cash outlays per successful NCE
increased at an annual rate of about 9.5 percent.

The increase in cash outlays per success was
moderated by an improvement in the success rate
of NCEs over time. Whereas Hansen projected
only 12.5 percent of the NCEs would ultimately
get FDA approval for marketing, DiMasi and
colleagues estimated that about 23 percent of the
projects would be successful. Without this im-
provement, the reported increase in cash outlays
per success would have been even higher.

OTA found two principal threats to validity of
the methods used to estimate cash outlays per
success: 1) the small pumber of NCEs in the
samples, especially in the Hansen study; and 2)
the reliance on unverifiable cost data that re-
sponding companies supplied. Although most
companies were capable of estimating the costs
associated with discovery and development of
particular NCEs with reasonable accuracy, inher-
ent differences in the structure of cost-accounting
systems agross companies introduce potential
inconsistency and bias. More importantly, any
company that understood the study methods and
the potentiz! policy uses of the study's conclu-
sions could overestimate costs without any poten-
tial for discovery. Thus, the motivation to overes-
timate costs cannot be discounted.

Because of these threats to validity. OTA
looked for corrobotative evidence on cash outlays
per success. Aggregate annual data on industry
R&D spending and NCE approvals in the United
States are readily available and reasonably verifi-
able. In a study using industry-level spending
data, Wiggins estimated R&D cash outlays per
successful NCE at $75 million (in 1990 dollars)
{520).

Wiggins’ sample of approved NCEs corre-
sponds roughly in time 0 Hansen's sample of
NCEs first entering clinical testing, but for

technical reasons Wiggins’ sample may he sore-
what more recent and therefore more costly 13
develop than the drugs in Hansen's study, (3¢
chapter 3 for an explanation.) On the other hand,
Wiggins studied the costs of producing all NCEs,
not just those originated by U.S.-based firms.
NCEs licensed from other fiems probably cost the
firm that acquires them less 1o develop. Thus.
Wiggins' estimate of R&[D costs maybe tor Tnw
for self-originated drugs. OTA concluded, there-
fore, that Hansen's estimate of $63.3 millicn in
cash outlays per successful drug is reasonably
accurate and perhaps even slightly low.

A similar analysis was not available to cover
the time period of DiMasi's study. but OTA
checked the tesults of the DiMasi study against
data on aggregate R&D spending by the U.S.
industry and the total number of self-originated
NCEs introduced by these companies. OTA’s
check revealed a substantial consistency between
aggregate R&D spending estimates and the cash
outlays per NCE estimated by DiMasi study (see
chapter 3 for details).

OTA also examined whether trends in three
R&D cost drivers-the costs of research person-
nel. the size of clinical trials, and the cost of
apimal research-were consistent with the esti-
mated increases in cash R&D outlays per success-
ful NCE between the periods that Hansen and
DiMasi studied.

R&D PERSONNEL

Th number of R&D personnel employ<a by
PMA-member firms remained fairly constaui
throughout the 1970s but grew rapidly beginning
in 1980 {figure -1). Most of this growth was in
scientific and professional personnel, which num-
bered about 12,000 in 1977, but increased to
almost 29,000 by 1989. At the same time,
inflation-adjusted salaries of biological scientists
did not increase.

How much of the increase in employment in
the 1980s reflects increased labor inputs per
successful NCE, versus adjustments for a larger
field of NCEs entering gach phase of clinical
testing or a greater commitment to basic research,




Figure I-—Research and Devalopment Personnel
in Pharmaceutical Companies, 1970-89
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cannot be answered with available data. The most
that can be said is that trends in employment of
research personnel are consistent with a substan-
tial increase in R&D cash outlays per NCE for
those NCEs first entering clinical research in the
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Jaie 1970s and early 1980s, the later part of the
period covered by the DiMasi study.

ANIMAL RESEARCH

Trends in the cost of animal research are even
more difficult to gauge, Some tentative evidence
suggests that the number of animals used in
pharmaceutical research may have declined be-
tween (he 1970s and the 1980s, especially in the
earliest stages of pharmaceutical R&D, when
compounds are being screened for their pharma-
cologie activity. Any decline in the use of animals
was accompanied by a dramatic increase in the
cost of conducting animal tests, however. Table
i-1 shows the inflation-adjusted cost of conduct-
ing specific animal studies in 1980 and 1990 in
cight animal testing laboratorics. The costs of
Virtually all kinds of animal studies increased
dramatically over the period. These data sugges!
that the cost of studies involving animal subjects
has increased dramatically, but the ultimate
impact on the cash costs per successful NCE
cannot be gauged because of uncertainties about
wrends in the volume of testing, about which there
i little information.

Table I-l—Price of Animal Studies'(§ 1990 thousands)’

Numbar of Labs

Estimated prica Price range Fold praviding
Study in 138 in 1990 Inzraase infarmation
Acuterats, - .. .o i 0.8 54-5 5.6.2% 8
2B-day toxiclty inrats. . ........ 15 30-65 2-4.3 [
Subchromic Ft. . ... -vonr e k] 55-142 14- 38 8
Z-yaar rat bloagsay. . - .«... .o 384 250-575 T 135 5
Taratology rats. . ..o - oo 23 52.70 2.3 3.0 §
ACUte MOMKBY. 2 rrenrrorerrr 14 39-62 2.8- 44 [
Subchronic monkay. . . ... . 74 108-184 15 25 6
YR 1 23 22:51 9,6- 221 1
Subchronic dOg. .. - c. oo 46 T2-147 1.6 3.2 7

2 Bachiabareleny surveyed was given an denticsl protae an which the price is based. THE “remt” includas profit 35
well 46 all direct and indirect casts. Labaratories surveyad were Hareian, Bioreswarch, | IT, T5! Masan, Blodynamies,

#harmakan, PRI, and RCC,

b Alt prices wars adjusted tn 1990 dollars using GNP implicit price deflator.

SOURCE: OMce

of Technology Asssssmant, 1993, based onW.G. Flasm and M. Farrow, "Recent Trands in the Use

and Gost of Animals In the Pharmaceutical Industry.” contract report prapared far tha Office of Technalogy

Assessment, DG, April 1991




14 | Pharmaceutical R&D: Costs, Risks and Rewards

CLINICAL TRIAL SIZES

Pharmaceutical executives claim that the num-
her of people enrolled in clinical trials has
increased dramatically over time. A rapid in-
crease in trial sizes would be consistant with an
increase in the estimated cost of phase 11 clinical
trials from $5.7 million for each NCE entering the
phase in Hansen's srudy to S14.3 million in
DiMasi's study (in 1990 dollars), Part of the
explanation for such an increase may be a change
in the mix of drugs under *esting from those for
acute illness to those for c...onic illness. Drugs for
long-term use often require larger trial sizes.

Even within specific categories of drugs, how-
ever, the number of people enrolled in trials seems
to have increased. OTA surveyed pharmaceutical
companies for the size of clinical trials conducted
prior to FDA approval for NCEs in three classes
with a large number of approved drugs: antihy -
pertensives, antimicrobial, and nonsteroidal anti-
inflammatory drugs (NSAIDs). We compared
NCEs approved for marketing 1978-83 with those
approved between 1986 and 1990, Figure 1-2
chows the average number of subjects entered in
trials up to the point of NDA submission.

Although the time periods covered in the
clinical trial survey do not correspond exactly to
the Hansen and DiMasi research periods,’the
survey results do show that the number of subjects
in clinical trials increased in the period between
the later years of the Hansen study and the later
years of the DiMasi study, even within reasonably
homogeneous therapeutic categories.

That the number of subjects in foreign coun-
trics increased faster than did the number of U.S.
subjects in two categories sUZEests that part of the
observed increase in research costs is due to the
globalization of reszarch strategies over time.
Other industrialized countries increased their
requirements for premarket approval during the
1970s, and U.8. firms may have become more
aggressive in seeking early approval for NCEs in
other countries. These forces would gradually

Figure 1-2-——Mean Number of Subjects Enrolled in
Clinical Trials Prior to Submission of NDA for NCEs
Approved in 1978-83 and 1986-90
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SOURCE; OMice of Technology Asssssment, 1983,

compress total R&D expenditures into the pre-
NDA period.

The increase in clinical trial sizes within the
therapeutic categories that OTA studied is not big
enough to explain the almost three fold increase
in the average cash outlay for NCEs that entered
phase IIT clinical trials between the Hansen and
DiMasi studies. Trial sizes were not very different
across categories, even though antimicrobial drugs
are more frequently for acute conditions, while
antihypertensive drugs and NSAIDs are more
frequently for chronic conditions. The per-patient
cost of conducting trials must have increased
dramatically. OTA could not independently ver-
@ whether this cost increased as fast as the
Hansen and DiMasi studies imply.

OTA FINDINGS ON THE VALIDITY OF
ESTIMATED CASH COSTS

OTA concluded from the correborative evi-
dence available at the aggregate spending level

|1 Hansen's smdy years (NCE: first cotering lesting between 1963-75) correspond roughly with introductions in 1870-81, DiMasi anc
colleagues’ stedy years (1970-82) comespond toughly with intraductions in 1978-90,




that the estimates of cash outlays per successful
NCE made by DiMasi are reasonably accurate.
Hansen's carly estimate may have béen 100 low,
suggesting that the rate of increase in costs
between the periods covered by the two studies
may have been overstated. Data on rates of
change in three illustrative components of R& D--
personnel, animal vesearch costs, and clinical trial
size-are comsistent with a substantial increase
aver the period covered by the studies in the real
cash outlays required to bring a new dri to
market.

I Present Value of Cash Outlays

The present value of the R&D cost at the point
of market approval depends on the tirming of R&D
expenditures over the life of projects and the cost
of capital for the investments over time. R&D
outlays oecur over a long and, according to the
Hansen and DiMasi studies, lengthening period
of titme, Hansen estimated the total R&D time was
9.6 years; DiMasi, 11.8 years.

OTA concluded from a review of study meth-
ods that the length of the clinical research and the
regulatory review periods estimated by Hansen
and DiMasi are very accurate. Estimates of the
length of the preclinical period (the time required
to discover and prepare a compound for testing in
humans) are much less precise and might even be
a bit too short, especially in DiMasi’s study.

Neither Hansen nor DiMasi adjusted the cost of
capital for the greater risk of R&D projects, Both
ctudies took the weighted average company cost
of capital in established pharmaceutical firms as
their basis for calculating the fully capitalized
cost of R&D. Hansen assumed a real cost of
capital of 8 percent, DiMasi, 9 percent. As
diseussed above, the average inflation-adjusted
cost of capital for pharmacsutical firms as a whole
varied throughout the period but was probably
closer to 10 percent. The cost of capital for R&D
projects is even higher and itcreases the earlier
the stage of R&D.
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OTA estimated that the cost of capital for garly
R&D may be up to 4 percent higher than the ¢ost
of capital for manufacturing plant and equipment.
OTA recalulated the fully capitalized cost of
R&D at the point of market approval with 2 cost
of capital that decreases linearly from 14 to 10
percent from the beginning to the end of R&D
projects. * The estimate for the DiMasi study
increased from $25% million (in 1990 dollars) *:
§350 miilion. Thus, a reasonable upper b
on the fully capitalized cost of R&D
successful NCE at the time of market approval
is $359 million.

I After-Tax Costs of R&D

The effective cost to a company of bringing a
new dnig to market is substantially less than the
cost estimates discussed above because they do
not aceount for the taxes the company is relieved
of paying when it invests in R&D, The net cost of
every dollar spent on research rmust be reduced by
the amount of tax avoided by that expenditure.
These tax savings result from both deductions and
tax credits. (When R&D is successful and pro-
duces marketable products, the company will pay
extra taxes as a result, and these doliar refums
must also be reduced by the amount of the extra
taxes.)

Like all business expenses, R&D is deductible
from a fro's taxable income. This tax deduction
reduces the cost of R&D by the amount of the
company marginal tax rate. Because of the size
and sules of most major pharmaceutical fins, the
pulk o their taxable income would fall into the
highest tax bracket. This marginal tax rate fell
from 48 to 46 percent between 1971 and 1986, At
46 percent, every dollar spent on R&D would cost
the company only 30.54. With the passage of the
Tax Reform Act of 1986 (Public Law 99-514), the
marginal rate fell to 34 percent, thus effectively
raising the cost of each dollar of R&D to $0.66.
Corporations also pay State income Haxes which
also can be reduced with business deductions.

12 Bocausel0 porcent is p weighted average cost Of capnat BeToss all of the coeppany s investients, invements is manufacturing facilities
probably have 3 cost of capital betow 10 percent, Therefare, this estimate may overestimate the cost of capital for R&D at each stage,
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Pharmaceutical firms can also use special tax
credits available only for fimms that perform
certain kinds of R&D. Since 1981, the tux code
has included a tax credit for increases in qualify-
ing R&D expenses. This credit carried a statutory
rate of 25 percent until 1986, when it was reduced
ta 20 percent. Quantifying the cxtent (o which this
credit reduces the cost of R&D for pharmaceuti-
cal firms is impossible for two reasons: 1) the
credit depends on the amoun! that a firm increases
R&D expenditures, not o: the level of those
expenses; and 2) expenditures on supervisory
activities or overhead do not qualify for the credit.

When it can be used, the most power ful tax
credit affecting pharmaceutical R&D is the Or-
phan Drug credit. The Orphan Drug Act of 1983
(Public Law §7-414) provides a SQupercent tax
credit for qualifying clinical R&D on drugs that
have received an orphan designation. An Lmpor-
tant litnitation of the Orphan Drug credit, in
addition to its being limited only to clinical R&D
and orphan drugs, is that the credit cannot be
saved and used in furre years if the company has
no current taxable income. Thus, small startup
companies, often the developers of orphan drugs,
cannot usé it.

OTA recalculated DiMasi's estimate of R&D
cost pet NCE taking account of tax savings. The
sample of NCEs that DiMasi studied underwent
the great bulk of discovery and development at a
time when the marginal tax rale was 4% or 46
percent. Adjusting for tax savings (using a 46
percent rate) without any other changes reduces
the net cash outlays per NCE from £127.2 million
to 565.5 million, and adjusting for tax savings
reduces the total costs capitalized to the point of
market approval at a 10 percent cost of capital
from $259 million to $140 million (table 1-2).
When the cost of capital is permitted to decrease
linearly from 14 to 10 percent aver the life of the
R&D projects, the net after tax cost is 5194
million. OTA concluded that for NCEs whose
clinical research began in the period 1970-82—
the time period of the DiMasi study—the
upper bound on after-tax capitalized cost of

Tabla 1-2—After-Tax R&D Costs Estimated by
DiMasi Undar Different Assumptions About the
Cost of Capital'($ 1990 millions)

Before-tax Aftar-tax savings
Caost of capital {%) savings (46%)
3 $258,650 £139,671
10 279,112 151,045
Varable {10 - 14) 359,313 194,028

o A assymptions. given in | 9590 dullars, were adusiad for inflatien
using GNP implicit prica deflator.

SOURCE; Office of Tachnalogy Asgesament, 1393, astimates adapted
fraim J.A, DiMagl, AW, Hansen, H.5. Grabowsd, et al.,
uThe Cost of innovation in the Phanmacaeutical [ndusatry,”
Journad of Health Economics 10:107- 142, 1981,

R&D required to bring an NCE to market is
5194 million. The effect of the R&D tax credit,
the U.S. investment tax credit and the orphan drug
tax credit was not taken into account.

Had today's marginal corporate tax rate (34
percent} been in effect at the time the NCEs in
DiMasi's study wers developed, the net after-tax
cash outlay per successful NCE would have been
no more than $80.1 million, and the full cost
capitalized at a 10 percent cost of capital would be
$171 million. At today’s tax rate, with a cost of
capital decreasing from 14 to 10 percent over
the life of the project, the average cost of
developing a new drug would be no more than
$237 million.

1 R&D Costs Today and in the Future

The fully capitalized cost of bringing a new
drug to market is very sensitive to four compo-
nents of the R&D process:

|, The preclinical cash putlays required to
discover or design a potential therapeutic
compound and then to determine whether it
is worth testing in humans;

3. The success rate at which compounds move
from phase to phase of clinical research and
ultimately to the market;

3. The scope and size of clinical trials; and

4 The time a drug spends in regulatory
Teview.




The studics of R&D costs that QTA e
viewed were for compounds that entered human
clinical testing in the 1960s and 1970s, Much has
changed since then m the technical and regulatory
conditions governing pharmaceutical R&D, mak-
ing inappropriate any extrapolation from the
cxperience of that ueneration of drugs to those
entering clinical testing today.

The technology of drug discovery and design
has changed cnormously. Whereas researchers
uscd to screen a large number of chemicals for e
few that cause a desired chemical or brological
reaction, they now frequently engage in a more
deliberate process based on knowladge of biolog-
ical function. (See chapter 5 for a description of
trends in the science and tachnology of drug
discovery.)

For example, many drugs are discovered today
through analysis of drug receptors, molecules that
bind with specific agents to change cellular
function. Agents that can bind with the receptor of
that inhibit the binding of 2 naturally occurting
substance become potential drug candidates. The
process of finding such molecules involves deter-
mining the shape of a receptor and designing the
agents that will affect its function.

Understanding the structure of receptor mol-
coules has become the key to many areas of drug
discovery. Most receptors are large prot.ins with
multiple regions of interest. Expensive analytic
instruments and computers are necessary 0
define the shape of these molecules, Companies
have justified investments in muclear magnetic
resonance spectroscopy and x-ray crystallogra-
phy, two techniques for analyzing the shape of
large molecules, as toals 1o determine the three-
dimensional structure of reccptor sites, a process
that will improve the prospects for developing
drugs that fit into the desired sites. These and
other techniques of structurc-activity analysis
require massive computer power to analyze data
and construct three-dimensional molecular im-
ages.

One outgrowth of the expanding base of
knowledge about disease mechanisms is the
endless supply of possible research dircetions that
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Bhoip eradit: BRISTOL-MYERS S0U80 COMPANY

Computers facilitate the dewign of new anzyme inhibitors by
anabling sclentists to graphically visualize tha structure of
targetad moleculas.

this knowledge creates. For example, drug recep-
tors that reside on the surface of cells mediate
many of the most important functions in the body
and are extremely promising targets for future
drug development. Enzymes that mediate bio-
chemical reactions and genetic materials also
offer up a plethora of drug development targets.
There are too many possible targets, however, for
scientists to understand the structure and function
of cach, Thus, at the same time that new research
technolopy advances understanding, it expands
the choices and increases the chances of dry holes
in the discovery phase.

The impact of the rapid advances in the scignce
and technology of drug discovery on the costs of
R&D is impossible to predict. While investment
in instrumentation and computers has clearly
increased, the impact on the cost of R&D depends
largely on what these advances do to the produc-
tivity of the discovery phase of R&D. 1f, dollar-for-
dollar, the new drug discovery teehniques pro-
duce more new drugs worthy of clinical testing,
and if these new drugs are more likely tw
successfully jump the hurdles in gach phase and
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Figure 1-3—IND Applications Received by the
Center for Drug Evaluation and Research
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Sarvice, Fosd and Drug Administratian, Centar tor Orug
Evaluation and Resaarch. Office of Grug Evacuation Statisi-
¢f Report; 1991, U.5. Dapantment of Health and Human
Garvica, Rockville, MD, 1992,

reach the market, then the costs of R&D per
successful drug could decline. On the gther hand,
if the explosion of possible research avemies
makes the discovery process even more chancy.
then the cost of bringing a new drug t market
could increase. Both trends could occur at the
same time, with unpredictable consequences for
overall R&D costs,

The results of the changes under way in the
process of drug discovery are evident in the
nummber of investigational new drug (IND) appli-
cations submitted to the FDA in recent years.
INDs increased throughout the 1980s, with the
highest rate of growth coming in the investigation
of biological (biotechnology drugs and other
biological products) (figure 1-3 and figure 1-4).
The shift in drug development toward biotechnology-
based drugs means that discovery and develop-
ment costs may be very different from those that

Figura 1-4--IND Applications Receivad by the
Canter for Blologics Evaluation and Research
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Yachnology, Office of Selence and Technology Pallcy,
Exscutiva Office of the Presidant, Blotechnology furihe 215
Cantury: A Report by the FCCSET Committea on Life
Sejances and Heaith (Washington, DG .5, Government
Printing Office, February 1992), and data provided by the
Cantor for Blologies Evaluation and Rasearch, U.5. Faad
and Drug Administration.

came before, but without better data on clinical
tral sizes, repulatory delays, and other regulatory
requirements, it is impossible to say whether on
the whole the shift toward biotechnology-based
drugs will increase or decrease the costs of R&D.

The mmost recently available data on the success
rate from first filing of an IND application to FDA
approval shows an improverent over time. At
OTA’s request, the FDA compiled information on
INDs fil2d for new molecular entities (N MEs) in
the penods 1976-78 and 1984-86." The percent
of NMEs that reached the NDA filing stage within
54 months of the first filing of a commercial IND
increased from 6.8 to 11 percent, and although
few drugs filing INDs in the later period have yet
been approved, the percent reaching approval
within 54 months is also higher for drugs entering
testing in the later period. Improvements in

3 FDA staff wers very helpful 1o OTA and provided staff 1o collect and analyze ND data according o OTA"s specifications. The mnount

of effort that FDA staff were required to spend on this analysis revealed
in drug development, FDA’s automated information system does not
of drugs from DN to approval, rejection or discontinuation of the proj

somme of the fimitations of FDA's electronic databases for tracking trends
link applications for vt with applications for NDAs, 5o arty tracking
act must be done by manual search of the IND and NDA files




success rates can have a substantial moderating
offect on realized R&D costs per success, but the
data available so far are too limited to conclude
much about ultimare success rates for drugs that
recently entered testing.

OTA's data on the length of the regulatory
period (from the NDA filing to approval) show 1o
improvement in recent years, but efforts to
harmonize the regulatory revigw process across
countries and recently passed legislation thal will
increase FDA staff available for new drug review
irl retam for “user fees” from sponsors (Pubilic
Law 102-571) could shorten the period overall, If
the ultimate success rate for NCEs does not
improve, getting successful drugs through the
EDA regulatory period faster will only modestly
reduce the capitalized cost of R&D.

In short, OTA cannot predici how R&D
costs will change in the future, The rapid
advances in science and technology, the shift in
the nature of drugs under development, and
the new FDA regulatory initiatives all promise
to influence R&D costs, but the net direction of
the effect of all of these influences together 13
beyond predicting,

RETURNS ON R&D; THE EVIDENCE

The costs of R&D are most meaningful in
comparison with the dollar retumns they produce,
Mgasuring dollar returns accurately is difficult
hecause the life of 2 new NCE maybe 20 years or
longer and the couts of producing, distnibuting
and marketing the NCE can be estimated only
imprecisely. Nevertheless, several authors have
tried to measure the present value on the day of
market approval of dollar returns on NCEs
(159,215,500). The studies produced widely dif-
fering findings, ranging from high present values
of dollar retumns to present values that lie below
the fully capitalized cost of R&D. The studies
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differ widely because they each examined NCEs
that came to market in different periods and made
different assumptions about the value of product
sales over the product life cycle and the cost of
manufacturing, distribution and marketing.

OTA conducted an independent analysis of the
dollar returns an R&D using recent dats on annual
revenues from NCEs and the costs of producing,
marketing and distributing these products. OTA
analyzed the retumn on NCEs introduced to the
1.5, market in the years 1981-83, OTA ¢che thiy
relatively brief period for two reasons. Fira., the
period corresponds in time to the R&D period
studied by DiMasi and colleagues. Second, we
had access to data on drugstores and hospital saies
only for this particular set of NCEs (97)."

1 The Sales Curve

Figure 1-3 shows U.S. sales to hospitals and
drugstores in constant 1990 dollars in each year
after market introduction for NCEs introduced in
the years 1981-83 and, for the sake of comparison,
in earlier and later periods as well. Although OTA
had access to enly | year of data on NCEs
introduced from 1984 through 1988, that one data
point suggests that, after adjusting for inflation,
US. sales of NCEs in the early years after
approval continued to steepen throughout the
1980s.

To predict the sales curve for the 1981-83
NCEs beyond the 9th year, OTA examined trends
in effective patent lives and in the loss of revenue
after patent expiration.

EFFECTIVE PATENT LIFE

The effective patent life is the ¢lapsed time
between FDA approval for marketing of a new
drug and expiration of the last patent or market
exclusivity provision that effectively protects the
original compound from generic competition.
Two new Federal laws passed in the 1980s, the

(s Gaining access to sales dala On NCEs Was A major problem for OTA throughout the course of this study. Detailed data are goliected by
proprietary orgaaizations en U5, and worldwide sales of NCEs, and thesc data are sald 10 qhscribers. M5 America, Ing, and IMS Intermational,
bnc. are market research fitms that, among other activitics, canduct ongoing surveys of pharmacemtical product sales and prescriptions for sale
1o subscribers, The cost to OTA would have been probibitive, hawever, For example, ™S Intemational, Ine. quoted 3 prelisminary price toO1A
for estivnates of the total oon-U.S. sales between 1981 and 1990 for NCEs introduced between 1981-83 at $75,000 to §123,000 (3390
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Figure 1-5-Average U.5. Sales of New
Chamical Entities introduced in
1970-79, 1981-83, and 1964-88
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mant Sclenca36{7):804-82 1, July 1690, 1981-83: Goppin-
gar, P., "Ovarview of the Campetitivenass af tha U.3,
Pharmaceutital Industry,” presentation ta the Counell in
Compatitiveness Warking Group on the Drug Approval
Procass, Washington, DC, Dec, 12, 1990. 1084-88: (M5
AMEnca, Inc., unpublished data prapared for the Office of
Tachnology Asstasment, 1891,

Drug Price Competition and Patent Term Resto-
ration Act of 1984 (Public Law 98-417) and the
Orphan Drug Act of 1983 {(Public Law 97-414),
increased the effective patent life fur new com-
pounds.

Figure 1-6 shows recent trends in the average
effective patent lifi for NCEs. As expected, after
declining steadily throughout the 19705 and early
19803, cffective patent life rebounded semewhat
in the vears since 1984,

The end of the effective patent life does not
always tmark the end of exclusive marketing for
the NCE. Some compounds may not have generic
competitors for several years after the patent
expires, either because of delays in EDA approval
of generic versions or because the total market for
the drug i too small to induce generic manufac-
turers to enter the market. Occasionally a process
patent issued after the original patents will protect
a product for some time.

Product line extensions, such as new once-a-
day dosage forms, have become increasingly
important in protecting the original compound’s
market against generic competition, The 954
Drug Price Competition and Patent Term Resto-
ration Act (Public Law 98-417) granted a J-yeir
period of market exclusivity. regardless of patent
status, to any produet for which new clinicul
revearch 1s required. Thus, if a new sustained
release formulation is developed and approved
for the originator compound, the new dosage form
has a 3-year period of market exclusivity from the
date of its FDA approval regardless of the patent
status of the compound itself.

Companies use the terms of the provision o
extend the effective exclusivity period by munag-
ing the introduction of new dosage forms to
coincide with the expiration of the patent on
earlier generations of the compound. Physicians
almost always prefer extended-release dosage
forms because they increase patients’ adherence
to the prescription. Increasing company incen-
tives to develop products with these benefits is the
rationale for the 3-year exclusivity provision in

Figurs 1.6-Effective Patent Life for
Drugs Approved, 1968-89
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the Drug Price Competition Act. Nevertheless,
the introduction of these new products can keep
the compound's revenues high for years after the
effective patent life ends.

POSTPATENT REVENUES

The Drug Price Competition and Patent Term
Restoration Act made FDA approval relatively
casy for makers of generic copicr of originator
drugs after patents or market exclusivities cxpire.
It is widely held that this law | . led to rapie
decline in the originator drug's market share
following patent expiration.

OTA analyzed changes in the U.S. market for
35 therapeutic compounds that lost patent protec-
tion in from 1984 through 1987 and found that the
sales declipe i3 not nearly as steep as is cornmonly
thought-at least not yet. Figures 1-7 and 1-8
show how the compounds hospital and drugstore
sales {in 1990 dollars) and physical units changed
before and after the year in which patents expired,
Three years after patent expiration, the mean
annual dollar sales of the original compound were
83 percent of mean sales revenue in the year of

Figure 1-7-Originater Revenue'as a Percent of
Originator Revenue in Year of Patent Expiration
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Figure 1-8-Originator Unit Volume as a Percent
of Ortginator Volume in Year of Patent Expiration
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patent expiration, while the mean sales volume in
physical units was 68 percent of its level in the
year of patent expiration.

OTA extended the sales curve beyond the 9th
year after U.S. market introduction based on these
trends and also made adjustments for sales fo
other countries and to purchasers other than
hospitals and drugstores (see chapter 4 for de-
tails). Figure 1-9 shows the projected worldwide
sales for NCEs introduced in the United States
from 1981 through 1983. OTA assumed that the
originator compound would stay on the market
only 20 years and that the products are not sold in
other countries before they are approved in the
United States. Overall, then, the assumptions
used to build this projected sales curve were
conservative,

¥ Costs of Production

Sales revenues from new products must be
reduced to reflect the cash outlays required to
manufacture and sell them, and the ongoing R&D
costs required to produce follow-on products or to
justify new uses for the NCE. The net cash flows
induce additional tax liabilities as well. OTA
estimated these costs using data as available and
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subtracted themn from the net sales revenues over
the life of the compound. (See chapter 4 for details
of OTA s method.)

I Net Cash Flows

The 1981-83 NCEs deliver net cash flows of
$341 million per compound (discounted to their
present value 1n the year of FDA market approval
at 9.8 percent per year). The net after-tax value of
the cash flows projected for the 198183 cohort of
new drugs 1s 5230 million.

B Net Return on Inves.nent

These net postapproval cash flows must be
compared with the present value of the invest-
ment in R&D required to discover and develop
the compounds. An upper bound on the fully
capitalized R&D costs of drugs introduced in the
early 1980s is about 5359 million before tax
savings, or 5194 million after tax savings are
congidered (table 1-2). Thus, OTA concluded
that the average NCE introduced to the U.S.
market in the period 1981-83 can be cxpected
to produce dollar returns whose present value
is about $36 million more (after taxes) than
would be required to bring forth the invest-
ment in the R&D.

Some of the revenue and cost assumptions
underlying this analysis were very uncertain, so
OTA analyzed the sensitivity of the estimated
returns to changes in critical assumptions. The
results are somewhat sensitive to the ratio of
global sales (about which we know relatively
little) to U.S. sales (about which we know much
more). If the ratio of global sales w0 U.S. sales is
much greater than 2, as we have reason to believe
it may be, the present value of the cash flows
would be even more (after taxes) than 18 necessary
to repay the R&D investment.

The results were not very sensitive to changes
in the speed with which originatot brand sales
decline after patent expiration. If the average sales
per compound were to decline by 20 percent per
year after patent expiration, the present value of
the cash flows would be$311 million before taxes
and 5209 million after taxes, still above the full
after-tax cost of R&D. Fully 6 years after the

Figure 1-9-Estimated Average Global Sales Profile
Per New Chemical Entity Intraduced in the
United States, 1981-83

% millians {1990)

300
250"
200-
1501
\

100-

5gn

0

468 10 12 14 16 18 20 22 29
Years afler market introduction

Oll

+ (lobal salas
— U.5. hospital and drug store sales

SOURCE: Office of Technology Assessmant, 199% based en data
fram P, Coppinger, "Overviaw of the Gampetitivenesa of the
U5, Pharmaceulical Industry,” presentation to the Council
on Competitivaneas Working Group on tha Drug Approval
Prosass, Washingtan, DC, Degambar 12, 1990

passage of the Drug Price Competition and Patent
Term Restoration Act there is no evidence that the
rate of sales decline for originator compounds
after patent expiration is approaching this rate.

What does it mean to hav: the average revenue
per compound deliver 536 million more in present
value 11an was needed to bring forth the research
on the drugs in the cohort? OTA, estimated that
cxcess returns over R&D costs would be
eliminated if the annual revenug per conm-
pound was reduced by 4.3 percent over the
product’s life.

These estimates are rough predictions of the
actual returns that the 1981-83 cohort of NCE's
will eam over their full product lives. OTA
attempted to be conservative in measuring re-
turns, but the estimate is subject 10 measurément
error whose magnitude is not easily assessed.




More importantly, the analysis illustrates how
volatile nat returns can be for drugs introduced in
different time periods. This report documents
how rapidly both worldwide revenues and the
average cost of R&D for each new NCE can
change. The wide variation in R&D costs and
sales revenues across individual drugs means that
estimates of both average R&D costs and returns
could vary over short periods of time.

TOTAL PHARMACEUTICAL INDUSTRY
RETURNS

Another more indirect way [0 maasure retums
on R&D is to estimate the profitability of
research-intensive pharmaceutical companies. Phar-
maceutical firms invest in the discovery, develop-
ment, production, marketing and distribution aof
many products, including some that are not
cthical pharmaceuticals, The total protit or retum
on a company’s investment in a given period is a
rhixture of refums on past investments made over
many previous years on many different projects.

At the company level, the return on investment
is defined by the internal rate of return (IRR), the
interest rate at which the net present value of all
cash flows into and out of the firm equals zero, If
the IRR across all companies in an industry is
greater than the industry’s cost of capital, one
would expect to see increased investment in the
industry, including R&D, as investors enter to
reap the high rewards. [n a dynamically competi-
tive industry, IRRz much greater than the cost of
capital can not persist indefinitely. If abnormally
high profits persist for a long time, one would
suspect that barriers to entry or other forms of
manopoly power (perhaps obtained through pat-
ent protection) might exist in the industry (86),
On the other hand, a low [RR compared with the
cost of capital would lead to disinvestment in the
industry, including R&D.

The annual financial reports of public compa-
nies contain estimates of company profit rates
based on accounting records, For example, net
income as a percent of total “‘book value’ of
assets is 2 commonly used benchmark of firm
profitability (301). Companies themselves report

330-067 - 93 - 2 : QL 3
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this ratio in their annual financial statements and
compare their Teturfi on assets in one vear with
that in previous years. Other commonly used
profit ratios, such as net operating income as a
percent of sales, are also easily computed from
company financial statcments.

It is not surprising, then, that analysts would
compare the accounting profit rates of firms in the
industry with those of firms in other indu..iries
(301,457). The ready availability of publicly
reported and independently audired data a. . e
widespread use of these measurcs by companics
themnselves invites such comparisons. By these
conventional accounting measures, the pharma-
ceutical industry looks very profitable compared
with other industries {301 437). But these com-
parisons are limited in two important ways.

First, accounting proflfs are poor mcasures of
tru¢ IRRs. Revenues and costs recognized in
accounting statements don't correspond very well
to actual cash flows. And, because profits are
computed over a limited period, they don't adjust
propetly for the time profile of cash flows from
various investments made in previous times or for
payoffs that won’t occur until after the profit
measurement period.

Second, even if accounting profits are cor-
rected to correspond more closely to IRRs,
differences in rates of rcturn among industries
might reflect differences in their rigkiness (and
hence in the cost of capital). Simple comparisons
that do not address differences in risk among
industries can be misleading.

OTA crmmissioned a study comparing the
IRR. of 54 U.%.-based research-intensive pharma-
ceutical companies with the IRRs of two control
groups, each with 34 fins, selected to be most
similar 1o the pharmaceuticals on certain financial
characteristics {27) (see chapter 4 for details), The
accounting profit rate for the pharmaceutical
companies was 4 to 6 percentage points per ycar
higher in the study period (1976-87) than for the
control fins,

The contractors used a new technique that
adjusts accounting profits to obtain a closer
approximation of [RRs. IRRs cannot be measured
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with precision, because assumptions ate required
about the time profile of returns on investments,
bur across 4 wide range of assumptions about
tming of cash Hows, the estimated internal ratc of
return in the pharmaceutical firms over the
1 2myear study period (1976-37) was on average 2
to 3 percentage points higher per year than the
internal rate of return in either control group.

The contractors did not address the question of
whether a 2 to 3 percentage point difference in
internal rates of return can be explained by
differences in the cost of capital between pharma-
ceuticals and control firms. If investment in the
pharmaceutical industry is riskier than in the
control firms, then the cost of capital will be
higher. OTA calculated the difference in the cost
of capital between the phammaceutical industry
and each of the twe controf samples, OTA found
that the cost of capital for the pharmaceutical
industry was higher by 0.7 percentage points per
year than one of the control samples, but lower by
1.6 percentage points than the other.

The cost of capital can vary widely over time
with underlying interest rates and expected infla-
tion, so precise measurement of each group’s cost
of capital over the study period is impossible. In
addition, OTA s method may be subject to biases
in measurement, We used the samc method
consistently across all samples, however, so the

biases would tend to cancel themselves out when
examining differences in the cost of capital
between pharmaceuticals and controls. Therefor.
OTA concluded that rcturns to the phirma-
cowtical industry as a whole over the 12-year
pariod from 1976 to 1987 were higher by 2 1o
3 percentage points per year than returns o
nonpharmaccutical firms, after adjusting for
differences in risk.

INDUSTRY RESPONSE: INCREASING R&D

In an industry with a large number of active
competitors, high returns (compared with the cost
of capital) should attruct new investment capital,
Data on aggregate domestic and worldwide phar-
macentical R&D reveal a rapid inerease in real
R&D spending beginning in 1980 and continuing
today, Total R&D conducted by U.5.-based
pharmaceutical companics in 1975 was about
$1.1 billion; by 1980, this spending had grown o
berween 7.9 billion and $2.1 billion (table 1-3).
After adjusting for inflation, U.5.-based com-
panics’ foreign and domestic R&D spending
increased at about 9 percent per year between
1975 and 1990, The rate of increase accelerated
over the period. Before 1980, U.3. companies’
real worldwide R&D spending increased by
only 5 to 6 percent per year. Between 1985 and

Table 1-3--Aggregate Pharmaceutical Forsign and Damestic R&D, Selected Years (§ billions)

Annual gercent rate of change

1975 1980 1985 1987 1990 1975-80 1980-85 193580
Compustar™
Current dodlars, ........ ... . 5..10 $2,08 $4.20 $5.53 $7.90 13.60/0 15,1740 13.5060
Constant 1990 daltars”. .. ..... .. 2.44 319 4.38 6.19 7.90 5.5 9.3 9.7
Pharmaceutical Manufacurers Association
Currentdollars. ... .ooovvanrroos 1.06 198 4,08 5.5 8.13 13.2 15.8 14.8
Congtant 1980 dollars. ., ........ 2.36 3.03 4.83 6.17 .13 5.2 98 10,9

*Figures are bazed on a total of 133 firms listed in tha Gompustat file wnde Standard Industrial Codo (SIC) coda 2834 In at least 1 yoar botwaen
1971 and 1990, Tha numbar of firma vary from ywar to year due fo firms’ entry &nd axit from 516 2034,

b Adjusted by GNP ntplicit price deflator,

‘RAD sxpanditures reported by Pharmecuslical Manulacturars Assoclation member firms.

SOURCE: Office of Technology Assessmont, 1923, bases on unpublished data provided by 5.H.Kang, Schonl of Industriai Adminlstration,
Carnagie-Melion University, Pittaburgh, PA; Pharmaceutical Manufacturars Association, Annual Survey Reperts, 197381 (Washirgtan,

DC: PMA, 1376-91).




Table 1-4—HMG-CoA Reductase Inhibitors
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Cutrently or Formerly Under Development

Compound Sponsor

Approval Status

lavastatin Merzk

pravastatln Sankyo, Bristol-Myers Squibb

simyastatin Merek

colegtolone American Cyanamid
fluvastatin Sandoz

critvastain Pan Meadica
dalvastatin Rhone-Poulanc  Rorer
BAYWE228 Bayer

HRT80 Hoeschst

Cl 981 Wamer-Lambert
0G-476 British Blo-technology
BMY-22566 Bristoi-Myars Squibb
50Q-33600 Bristol-Myars Squibib
BMY-21950 Bristol-Myers Squibb
GR-95020 Glaxo

5C-45363 Saarle

L-659699 Merck

L-669262 Mearck

CP-23101 Phzer

IND: April 1984, NDA: November 1936, Approval:
August 1987.

Launchad in Ganada, Europe, Japan, and Mexico. LS. NDA:
January 31, 1989, U.S. appraovat: November 31, 1991.

Launchad in at least 17 countries worldwide, including most of
Eurapa. U.S. NDA: November 1986, U.S. approval:
Decemnbar 1381,

Entered U.5. clinical trials in 1987,

1.5, NOA filed March 1992

Phase !l clinical trials.

Phase |l clinical trials.

Phase || clinica! trials.

Phasa Il clinical trials.

Phasa | clinical trials

Satias of compounds under development; preclinical.

Preclinical studies.

Preclinical studies, discantinued.

Phase | clinical trials.

Praciinical studies, discontinued.

Praclinical studies, discontinued.

Prachinical studies.

Preclinical studies.

Preclinical studies.

SOURCE: OWica of Tachnology Assassment, 1983,

1990, they increased at about 10 percent per
year. " These data do not even fully reflect the
rapid increase in spending by small research-
intensive biotechnology companies, a phenome-
non that began in the early 1980s.

OTA’s findings on teturns 1o pharmg ~euti-
cal R&D and to the industry as a whole explain
why R&D expenditures have risen so fast
throughout the 1980s. Investors followed the
promise of high returns on future innovations.
Ultimately investment in rescarch is determined
by expected revenues. The dramatic increase in
real revenues to new drugs throughout the 1980s
has sent signals to the industry that more invest-
ment will be rewarded handsomely. The industry
has responded as expected, by increasing its
commitrment to invesiment, including R&D.

What will this increased investment mean for
pharmaceutical returns in the fumre? Some of the
research dollars are pursuing the development of
me-too NCEs that will compete with similar

products already on the market. For gxample, the
first HMG-CoA reductase inhibitor-a new class
of drugs that lowers cholesterol—was approved
for marketing by the FDA in 1987. Today, three
compounds are approved for marketing, one is
awaiting approval, and 12 others are under active
development (table 1-4). Over time, the entry of
new products should dampen the potential returns
on research into pew NCEs in this class, as
companies spend more and mere money develop-
ing competing products and fighting for a share of
the market.

Some research dollars are pursuing new classes
of drugs, which may supplant older therapies or
create new markets in areas where there was
before no effective therapy. Several companies
have current research programs on drugs for
Alzheimer's disease, a major cause of dementia in
older people, but so far no drug can offer
substantial improvements in patient functioning.
(See chapter 5, box 5-E for more information on

15 Barause spending o vanous couniries must be converted into & COMMON cuITEncY, exchange rate changes £30 affert feporied speading.

The devaluation of the dollar after 1985 maybe respansible Lo some o

f the unusually high increase in total spending reporied in recent years.
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the status of research into drug therapies for
Alzheimer's disease.) Successes in these areas
could mean a new cycle of high returns to the
pionger and early me-too compounds but lower
returns to the later entrants who must compete for
market share in the class,

PAYMENT POLICY AND
RETURNS ON R&D

Future returns to the research-intensive phar-
maceutical industry dep-nd not only on the
opportunities created by _cientific rescarch, but
also on the regulatory and market condittons that
will povern the sale of pioncer and me-too
products. OTA examined recent trends in pay-
ment policies that affect the market for new
pharmaceuticals.

ales of new ethical drugs depend on physi-
cians’ decisions to prescribe them and on pa-
tients’ decisions to buy them. Physicians and
patients base these decisions on judgments about
a drug’s quality and price compared with the
quality and price of existing alternatives. The
tradeoff between perceived quality and price
depends on many factors, including the severity
of the disease or condition for which a drug is
intended, evidence of its effectiveness compared
with alternative courses of action, the availability
of close substitutes, and the effectiveness of
advertising and promotion in convineing doctors
the drug is the right choice for the patient (86).

B importance of Health Insurance in
Determining Demand

When a patient’s health insurance plan covers
prescription drugs, the balance between perceived
quality and price tips in favor of quality. While it
protects consumers from uncontrollable and cata-
strophic expenses, health insurance also reduces
the effective price of health care services and
products. By reducing patients’ out-of-pocket
cost, health insurance makes them less sensitive
to price than they would otherwise be (516).

Insurance coverage for prescription drugs in
the United $tates changed during the 19803 it two
ways that made the demnand for prescription drugs

Table 1-5-Percent of U.§ Population With Outpa-
tient Preseription Drug Coverage, 1979 and 1987*

1979 1987
People under 65.. .. .......o0us 7173 73-77
Pecple B and over... . ..o 36 43-45
Tatal oo oo 67-69% 10:-74%

2 A datailed mamerandu describing OTA's mathods in praparing tha
table is available upon request

SOURCE: Offica of Teshnology Asseszmant, 1993; basad on 36UICAS
hsted In table 10-2.

even less sensitive to price than it was before.
First, the percent of Americans with outpatient
prescription drug benefits increased, albeit mad-
estly, over the 1980s, from 67-69 percent in 1979
to 70-74 percent in 1987, the latest year for which
pood data are available (see table 1-5), Although
few Americans had insurance plans that covered
outpatient drugs in full, the mere existence of
insurance coverage makes patients less sensitive
to price than they would be without such coverage
(294).

Second, the structure of outpatient prescription
drug benefits changed markedly over the period.
in the past, almest all nonelderly people with
outpatient drug benefits had “major medical”
plans with an overall annual deductible that had
to be met before insurance would help pay for any
services or drugs. By 1989, 30 percent of these
people had policies that required freed copay-
ments for prescription drugs instead of including
them in the overall deductible (table 1-6). The
vast majority of people with freed copayments per
preseription in 1989 paid 85 or less per prescrip-
tion (35). The insurance company picked up the
rest of the bill regardiess of its amount.

The switch from overall deductibles to freed
copayments for prescription drugs means a richer
insurance benefit structure for prescription drugs.
For people whose annual medical expenses lie
below their plan’s annual deductible (commonly
5200 or $250 per year), a flat copayment for
prescription drugs means lower out-of-pocket
prescription drug costs than do major medical
restrictions. Even when patients do meet the
deductible in a year, many would have higher




Table 1-6-Limitations of Prescription Drug
Benefits Ameng Nonalderly People With Private
Health Insurance Covering Prescription Drugs

1077 1989/1990"
Fullcoverage .. ...ovir-mtsrrn-nn 3% %
Separate limits (copayments)...... 9 ki)
Overali limits (major medical)’. .. ... 88 &1
Crther Hmits . . oo cviena i 7

2 Feallls basee on 1977 National Medical Gare Expanditure Study
Survry of amplayars and inaurers of Indlviduals under 85 yaars of

age.

b Rasults based on U,5. Buraau of Labor Statistics 492% and 1590
surveys of gmpleyars.

¢ *Separata limits” refars to reatrictions applicable only to prescrntlon

drugd, such o3 a copayment for each prescription.
o “Crveralilimits” raters to restrictions applicabia to 3 broader sat of

medlcal serviens. For axample, a major madical policy may carry 3
$100 deductible and 20-parcent coinsurance rata that applis to all

coverad sbrvices, not just prescriptlen drugs.
a Cithar Wmits inclide policies that combine fixed copaymenta wilh

overall limita.

SOURCE: OHice of Tachnaiogy Assesament, 1993, based on data
from P.J.Fariey, Privaia Heallh insurance in the 4.5 Data
Praviaw #23, DAHS Publication No. (PHS) 88-3406, 1988,
5. Dapartment of Health and Human Sarvices, Hational
Canter for Haalth Services Reswarch and Health Care
Technology Assessment, Septamber 1986 1.5, Qupart-
ment af Labor, Bureau of Labor Statistics, Employes
Banefits in Medium and Large Fimns, 1989, Bulletin 2363
(Washington, DC: U.5. Gaverament Printlng Office, June
19490); 1.3. Dapartmant of Labor, Bureau of Laber Statis-
tles, Empioyes Bensfits in Small Private Egtablishments,
1900, Bullatin 2388 (Wazhington, DC: U.5. Governmant
Printing Otfica, Septambar 1991); U.S. Departmant of
Labor, Burbau of Labor Statistics, Empioyas Bensfits in
Stato andLocalGovemnments, 1350 (Washington, DC: U.5.
Gavarmmaent Printing Office, February 1532),

out-of-pocket prescription drug costs under a
major medical plan than under a freed copay-
ment.”

The impact of these improvements in prascrip-
tion drug insurance benefits shows up in insur-
ance reimbursements. The percent of total outpa-
tient prescription drug spending in the United
States paid for by insurance increased substan-
tially, from 28 to 44 percent, between 1977 and
1987 (figure 1-10), The same trend holds among
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elderly Americans, for whom private insurance
paid for about 36 pereent of outpaticrit prescrip-
tion drug expenses in 1987 compared with only
13 percent in 1977

Most private and public health insurers have
little power 1o restrict physicians’ prescribing
decisions. Private insurers generally cover all
prescription drugs the FDA has licensed for sale
in the United States (35). Thus, FDA approva i
ade facto insurance COVErage guideline, If the
physician orders a specific compound, the ir rer
routinely pays its share of the costs.

Despite the fact that many compounds, though
protected from generic competition by patents or
ather market exclusivity provisions, compete for
market share with similar compounds. that com-
petition tends to focus on product characteristics,
such as ease of use, favorable side-effeet profiles,
or therapeutic effects, and not on price .17 Compa-
nies spend a great deal on this product competi-
tion. One major U.S. pharmaceutical company
reported recently that about 28 pereent of its sules
went for marketing (advertising and promation)
expenses (1 19a).

Emphasizing product competition over price
competition is a rational strategy for companies
operating in a market that is not very sensitive to
price differentials among similar compounds. If
prescriping physicians will not be swayed by
lower prices, it would be foolhardy for firms to sat
prices for their products much lower than those of
competitors. Unless or until . demand for
prescription drugs becomes more price sensitive,
the benefits of the competitive R&D on prices
will not be felt.

1 Different Buyers Pay Different Prices
Ethical drugs are sold through multiple distri-
bution channels, and companies can set different

15 Lo moa! Mmajor medical plans, e ingurcd person i responsible for sharing 20 petcent or mote of the ¢ost afervices above the deduclible.
Under 2 20 pereent major-medical cast-shating requirement, any prescription with 2 price greater than $23 would cost the insured person more

than it wauld & patient with the mosl, {requent separate copayment rae.

For exampie, 8 $30 prescription would zost someona with a major

medical policy and a 20-percent cost-sharing requirement $6. whercas the typical cost under & flat copayment would be only 35.

17 This is not 10 5AY aat price competition ATAnE ompeting brand-pame compouns is cotrely sbseat, o al pricss of pioncer drgs are
established without any congeen for their effect on patient demand. Anecdatal repors suggest fhat new NCEs are often launched at lawer prices
compared with competing drugs, but the discounts are typically nut high and they rarely lead the manu acrurers of ether compuunds 1 meel

price reductions.
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Figure I-| O-Sources of Payment for Prescribed Medicines in the United States

5.9% 5.9%

7.9%

13970

72.3M
1977
3 tamily Il Private
insurance

[ Medicaid

e

9.8%

58.4%
2%

1987

Other sources

a Dthar sourcad inctuce workmen's Gompensation, Medicare, other State and local programs, and any othar sourca ol payment.

SOURCE: Caatrom J.F. Mostkr, Sanlor Project Director, U.5. Deparimant

of Health and Human Servites, Public Health Service, Agency for Heaith

Care Policy and Research, Rockovlie, MD, parsonal communication, Mar. 12, 1991; J A Kasper, Prascribed Madicinas: Use,
Expendituras, and Sources of Payment, Data Freview (Washingten, DC: U.S, Dapartment of Health and Human Sarvices, National Center

far Health Services Rasaarch, Apeil 1942),

prices to different kinds of buyers. For example,
companies can selt direct to HMOs"or large
hospital chains and offer lower prices than they
charge for drugs sold to community pharmacies.
The ability to charge different prices to different
kinds of buyers is referred to as price discrimina-
tion, Price discrimination increases profits by
separating buyers who are price sensitive from
those who are not.

Price discrimination in pharmaceutical markets
takes its most extreme form when companies
offer expensive drugs rree or at reduced charge to
people who cannot easily afford them because
they lack insurance and have low ificomes. Many
pharmaceutical firms have developed such pro-
grams in recent years (327,458). In a separate
background swudy under this project, OTA exam-
ined Ceredase™, a new drug for a rare inherited
disease, whase high annual cost (at least 558,000

per year for the drug alone for the remainder of the
patient's life) threatens to exhaust many patients’
lifetime insurance benefits (141)." The company
that makes Ceredase™ provides the drug frec 1o
patients who have exhausted their benefits or do
not have health insurance. Although these pro-
grams respond in a compassionate way to a real
need, they also separate the market into two
components—one with very high price sensitiv-
ity (uninsured people) and one with very low
price sensitivity (insured people). The Cere-
dase™ program 1§ similar in its consequences o
offering a patient a lifetime supply of the drug in
exchange for the remaining value of his or her
insurance coverage plus associated premiums,

PRICE-SENSITIVE BUYERS
PAY LOWER PRICES

HMOs, particularly those with tight organiza-
tional structures, have both the incentive and the

18 yoike traditional foe-for-s£rvigr insurance plans, HMOs (somnetimes referred to gy *‘prepuid bealth plans'') collest 3 set premium for each
member, but charge either nothing or a relatively small amount for cach individual service. Peopie entollcd in the HMO must receive their health

care from providers designated by the HMO.

1% Approximatcly 71 percent of private insurence policy beseficiarics [3¢¢ a lifctime maximum benefit of $1 million or less (491).




ability to influence physicians’ prescribing prac-
tices to take account of cost as well as quality 20
They can do this by establishing restrictive
“formularies, Hsts of drugs that can be pre-
scribed by participating physicians without spe-
cial appeals or approvals. The power to impose
limitations on prescribing has given HMOs pur-
chasing clout with manufacturers and, over the
past fow years, has led manufaclurers to offer
substantial price discounts to some of these
organizations. When there arc several close sub-
stitutes in a therapeutic class, the HMO can use
the formulary as a bargaining chip to exact price
concessions fram producers .21

Hospitals also have an incentive to establish
formularies for drugs administered to inpatients.
In 1983, Medicare adopted a new “prospective
payment system’ that pays hospitals en the basis
of the admission. net the specific services each
patient uses.” This system created incentives for
hospitals to reduce both length of stay and the cost
of services offercd per stay, including drugs. The
incentive to develop restrictive formularies is
limited, however, because most insured noneld-
erly hospitalized people pay for hospital care on
the basis of charges for individual products and
services. Pharmacy charges are passed on to the
private insurance company. Nevertheless, the
number of hospital pharmacies adopting formu-
laries increased steadily in the mid-1980s. The
percent of hospitals with 2 well-controlled formu-
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lary increased from 34 percent in 19383 to 38
percent in 1989 (101.412).

PRICE-SENSITIVE BUYERS GAIN FROM
PRICE COMPETITION

The success of some HMOs and hospitals in
getting price cONCESSIONS from manufacturers of
single-source drugs (i.e., those with puent prolec-
tion) arests 1o the potential for price competition
to lower the cost of drugs to patiants or their
insurcrs. For price competition among close
therapeutic zlternatives to be effective in a market
with price-sensitive buyers. enough similar com-
peting products must exist to allow providers to
choose among altematives on the basis of price as
well as quality, Me-too products, often derided as
not contributing to health care. are therefore
tecessary to obtain the benefits of price competi-
tion in scgments of the market that are price
sensitive,

Most of the new drugs entering the world
market in recent years have offered little thera-
peutic advantage ovet pre-existing COMPELitoTs.
A 1990 European study of the therapeutic value
of new drugs first introduced in at least one of
saven industriglized countrics”between 1975
and 1989 found that onty 30 percent of all NCEs
were classified by a group of experts as **adding
something to therapy’ compared with ¢om-
pounds already on the market {37)." The rcst fell
into categories that could be called me-100s.
About 42 percent of those NCEs originated in the

2 Enrallment in HMOs grew from 4 percent of the populatien i 1980 10 14 peregnein | 501 {209), But, many HMOs de not give their dociors
incentives o economize in drug prescribing. A recent review of seven HMOs found the plidn were structured so that the prescribing physician
never bore financial risk for preseription drug casts (3 15)- These Hvos were all individual ptactice associalions or networks. These kinds of
HMOs tend to have looser fiscal conrols than slaff-model HMOs, where physician are either employees or partners in the organization. In
1990, pharmaceutical sales to staffemode! HMOs made up 2.4 percent of the pharmacewtical market.

21 The puwer of eenain giasees of purchasers 1 £Xacl discounts was recogmized by the framers of the 1990 Medicaid Rebate law (Public
Low 101-508) which requires manufacturers to offer Medicaid the “hest price” {1.e., lowest price) they offer 10 private purchasers if the
matufacturer wants % sell its products to the Medicaid patient, T stralegy may have backfied, however, because manufacturers eliminaed
many such discounts to HMOs and hospitals when they found that they would losc the amount of the discount on a karpe part of their totel market

wat), (Medicaid makes up 10 1o 18 percent of the market for outpatie
22 Medicare beneficiuries acounted for 45,2 percem of inpatient b

nit drugs. )
ospital @S in 1989 and for 33 prrcent of tc dischargss (16%).

21 The seven countrics were the France, Germany, Great Britain, Ltaly, Japan, Sentzariand, and the United Suates.

24 Each product was =valuated b, sg,, ] capents, including dactors, pharmacists, ehemists, and pharmacologists. each working within the
therapeutic area of the new produc, The study report contains linle detail on the methads used to rate drugs, so the validity of the ratings hias
not been verified, Qver 65 percent of ail compounds introduced in 1980-84 and rated as offeting added therapeutic benefit were marketed in
at least four of the seven industrialized countries. compated with only 31 percent of the deugs Judped to otfer no additional benefs.
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Table--7—New Chemical and Biological Entities Entering the World Market by
Therapeutle Category, 1975-89

1975-79 1950-84 1985-89
2 with ", with % with
Total therapeutic gain  Total tharapeutic gain  Total therapeutic gain

Antibiotics 25 36% 27 ER L kX 2T%
Anticancer 14 (-1} 18 50 14 36
Antivirus k| k! 2 50 [} 75
Cardigvascular 35 43 36 13 68 27
Nervous System 29 35 32 25 24 17
Anti-ulcer 3 67 H 29 15 20
Hormones 12 17 13 1 10 50
Anti-inflammato 26 23 10 13 19 5

saURCE: P.E. Barral, "Fifteen Years of pharmacautical Ressarch Results Throughout the World 1975-158%,"
{Antany, France: Foundation Rhong-Foulene Sante, Avgust 19590).

United States were judged to offer therapeutic
benefits, so well over cne-half of all drugs
introduced in the United States were judged to
offer no therapeutic benefit. Over the entire study
period, the majority of drugs in almost every
therapeutic category did not “add something to
therapy’ (se¢ table 1-7). These results suggest the
supply of therapeutic competitors is large and the
potential for price competition in those segments
of the market with price-sensitive buyers is
potentially vast.

The problem with me-too drugs is not that they
are sometimes imitative or of modest therapeutic
benefit. [mitation is an important dimension of
competition, and the more choices consumers
have, the more intense will be the competition.
The personal computer industry provides a clear
illustration of how rapid improvernents in quality
can coincide with steep price reductions (46). The
problem with me-too drugs is that a large part of
the market in the United States is very insensitive
to price and does not get the full benefius of price
competition that would be expected from the
availability of an array of similar preducts.

GENERIC COMPETITION GIVES INSURERS
MORE CONTROL OVER DRUG PRICES

Once a drug loses patent protection, it is
vulnerable to competition from copies whose
therapeutic cquivalence is verified by the FDA,
These generie competitors compete largely on the

basis of price, since they can claim 1o quality
advantage over the brand-name drug,

Private and public health insurers have initi-
ated programs (o encourage dispensing of eheaper
versions of multisource compounds (those with
generic equivalents on the market). These strate-
gies include using mail-order pharmacies, waiv-
ing beneficiaries cost-sharing requirements when
prescriptions are filled with generic versions, ot
refusing to pay more than a gertain amount for a
drug with a generic competitor. Medicaid, the
health insurance program for the poor, mandates
substitution with cheaper generic drugs unless the
prescribing physician specifically prohibits it in
writing on the prescription form.

These programs have substantially reduced
brand-name compounds’ unit sales and revenucs.
but it takes several years after the compound’s
patent expires for the full brunt of gencric
competition to be felt (see figures 1-7 and 1-8).
Indeed, OTA found that 6 years after patent
expiration, brand-name drugs gtill held over
50 percent of the market in physical units
(table 1-8).

PRICING SYSTEMS DIFFER
ACROSS COUNTRIES

Not only is the market for prescnption drugs
segmented among different classes of buyers in
the United States, but it is also segmented
internationally. Pharmaceutical companies




Table 1-8-Originator's Market Share for 35
Compounds Losing Patant Protection 1984-87

Dollar Unit

Year Salas Sales’

-7 100% 100%
-5 9g 100
-5 99 100
-4 99 100
=3 99 100
-2 -] 100
-1 a8 100
] a5 94
* 86 73
+2 Ba 65
+3 84 57
4 a5 Hl
+5 83 44
+G a5 62

2 Yaar 0is tha year of patent eXpLIatION.
b Unit sales are measured In defined daily dese.

$OURCE: Office of Technalogy Assessmant, 1993, based enS.W.
Schonduimayer, "Economic Impact of Multiple Scource
Competition on Originator Praducts,” contract paper pre
pared for office of Tachnology Assessment, U8, Cangrass,
Qecambar 1981,

charge different prices for the same drug in
different countries (439a,457).

Most other industrialized countries have uni-
versal health insurance that includes pres¢ription
drugs, so patients’ demand for drugs is not very
sensitive to the price charged. Nevertheless, the
prices paid tend to be more strictly controlled by
the third-party payers in these countries than in
the United States. Drug payment policy in each of
these other countries is governed by two poten-
tially conflicting objectives: minimization of
health insurance prescription drug costs and
encouragement of the domestic pharmaceutical
industry. National prescription drug payment
policies represent a blend between these objec-
lives. In other industrialized countries, drug
payment policy is generally developed with
explicit recognition of the two policy objectives.

Virtually all of the five countries whose
pharmaceutical reimbursement systems OTA
reviewed—Australia, Canada, France, Japan,
and the United Kingdom—use some mecha-
nism for controlling the price of single-source
as well as multiple-source drugs. Four of the
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five countries do so directly by setting payment
rates for new drugs based on the cost of existing
therapeutic alternatives. The pricing policies in
these countries reward pioneer, of * ‘breakthrough.””
drugs with higher prices than me-loo drugs,
although they accomplish this objective through
different mechanisms, and the prices of break-
through drugs may still be low in comparison
with those obtained in the United States.

These countries obtain reduced prices for n:
drugs through pricing systems that do not =2
market mechanisms or price competition 0 u.
rmine the demand for prescription drugs. They use
price regulation or price controi as 2 substitute for
price competition. The importance of politics in
determining g prices in countries with price con-
trols is illustrated by the favorable prices explic-
itly granted to locally developed ot manufactured
products in some of the cowniries whase phartma-
ceutical payment systems OTA examined. In
contrast, prices in the United States are deter-
mined in the market, but, because of the structure
of health insurance, a large part of the market
gives inadequate consideration to price in making
prescribing and purchasing decisions.

¥ implications of increasing Price
Competition for R&D

If the price-sensitive segment of the market for
health care services in the United States continues
to grow, either through natural evolution of
through a national health reform initiative, reve-
nues from many existing and new drugs would
fall as price competition expands. The United
States accounts for 27 percent of total spending on
ethical pharmaceuticals among countries in the
Organization for Economic Cooperation and De-
velopment and is the largest single national
market. Changes in the U.S. market therefore can
have a major impact on worldwide pharmaceuti-
cal revenues.

A decline in expected revenues would reduce
a drug's expected retuns and would certainly
cause R&D on some new drug products to be
discontinued or reduced. The market may not
support as many close competitors in a therapeu-
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tic class. R&D on me-too drugs could decline as
firms come to realize that the makers of pioneer
drugs will respond to competition with price
reductions of their own,

Research on pioneer drugs could also decline
as firms realize that the returns to the winner are
likely to be reduced by early price competition
from me-too drugs. Fewer competitors might
follow each specific line of research, and compa-
nies might choose to specialize in certain scien-
tific or medical areas. Ho~ -ch dynamic changes
in the R&D environment «ight affect aggregate
R&D investment is impossible to predict with any
certainty. Much would depend on the supply of
technological opportunities, regulatory barriers (o
new drugs, and the present availability of accepta-
ble therapies for specific diseases. It is likely,
however, that industrywide investment in R&D
would grow more slowly or even decline.

Systems that control prices, especially those
that control the launch prices of new drugs, also
affect R&D, and it is even more difficult to predict
the directions or gverall magnitude of their effect
on R&D. The effects would depend on how prices
were set and how high they are. For example, a
system that controlled only the prices of me-too
drugs could have effects on R&D that are very
different from a system that controlied all new
drug prices. Price regulation adds an additional
level of uncertainty to the process of R&D which,
as 2 new risk, lowers expected returns from R&D
investments,

Would a decline in R&D or a slowdown in its
rate of growth be a bad thing? A widely accepted
principle is that, left to its own devices, private
industry invests too little in R&D. The patent
system, which offers temporary monopolies over
new products, processes, and uses, is built on this
principle (366). The monepoly granted by patents
allows firms to charge more for inventions than
they could without such protection from competi-
tion. Other public policics, such as subsidies and
tax policies that favor R&D, are predicated on the
assumption that patents alone are insufficient to
bring forth the level of R&D that maximizes the
general welfare of society. The high direct

Federal subsidies of basic research and training of
scientific personnel are a result of the principle
that private industry has inadequate incentives to
cngage in basic researeh.

Despite this general principle, there i no
theoretical basis for predicting that R&D is
always lower than the sociully optimal level.
When R&D takes place under conditions of
fivalry, as it certainly does in pharmaceuticals.
that rivalry can lead to wasteful and duplic tive
R&D efforts and lower returns to the public as a
whole than to private industry (102,170.222,
338.365,418). That is, the public can end up
paying too much for the benefits it receives from
the competitive R&D. The relationship between
private and soeial returns depends on many
factors, such as the cost of innovation, the
profitabiiity of existing products the innovation
will replace, how casy it is for rivals to copy
innovations, how easy it is for a new company 1o
enter a particular field, and how rival companies
react to each others’ moves (222,3635).

Statistical studies of the private and social rates
of return on R&D in other industries generally
find rates of return on R&D to the public as &
whole substantially greater than private rates of
return on R&D (166). Yet, in the pharmaceutical
industry health insurance weakens the role of
price competition, so findings from other indus-
tries are not germane to pbarmaceuticals. Be-
cause the “appropriate” level of demand for
prescription drugs in the United States cannot
be inferred from the existing level of demand,
't is unpossible to know whether on the whale
there is too much R&D or too little R&D on
new drugs.

THE REGULATION OF
PHARMACEUTICAL R&D

Numecrous regulations at both the State and
Federal level in the United States control the
products of the pharmaceutical industry. But, the
Federal Food, Drug, and Cosmetic (FD&C) Act
has the greatest influence over the drug R&D
process. As the agency charged with implement-
ing this body of law and regulation, the FDA has




slowly grown in importance since its incepticn in
1038

Regulatory requirements unquestionably in-
crease the cost and time necussary to bring a new
drug to market. Because it is difficult to sort out
the cffects of regulation from other factors that
could alter drug R&D time and COSts, however,
the effect cannot be quantified. Most studies of
the impact of FDA regulation on the cost of
bringing new drugs to market examined the effect
of the 1962 Kefauver-Harris Amendments, whicw
added the requirement that drugs must be shown
ta be effective as well as safe before they can be
approved for marketing, Little attention has been
paid to how mote recent management and regula-
tory changes at the FDA altered the resources
required for the drug R&D process.

Since 1977, the FDA has undertaken 2 number
of initiatives to simplify and clarify the new drug
review process and to expedite the review of new
drugs identified by the agency as therapeutically
important. Most of the initiatives were imple-
mented in the late 1980s, so0 their effects, if any,
on the cost or speed of the Ré&D process may not
yet be discernible.

One initiative designed to make important but
not-yet-approved drugs for life-threatening con-
ditions available quickly to the public is the
Treatrment Investigational New Drug {IND) pro-
gram. Established in 1587, the Treatment IND
program codifies a long-standing agency practice
of releasing investigational drugs to practicing
physicians on a case-by-case basis for us¢ in the
treatment of immediately life-threatening dis-
cases where no immediate alternative treatment
exists. To date, 23 drugs have been made avail-
able under this program.

A unigue feature of the Treatment [ND pro-
gram is that the sponsoring firm may sell the drug
to patients under the program ata price that covers
not only manufacturing and handling costs, but
R&D as well. Five Treatment INDs have so far
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Prote crodit! NATIONAL INSTITUTES @F HEALTH

Aarial view of the National Inatitutaa of Health eampul In
Bathesda, Maryland, Qver 52 billign is spent aach year on
intramural research in Federal piomadical laboratories.

been supplied by the sponsor at & price. In the case
of alglucerase, the drug’s manufacturer generated
55 million in revenue through the Treatment IND
while the drug was still in the R&L) process (141).

Selling investigational new drugs under the
Treatment IND pragram allows companies to
generate Ietirns o their R&D investment before
the FDA has certified that the drug is safe and
effective. The FDA, the agency responsible for
reviewing companies’ requests to charge under a
Treatment IND, lacks the expertise and the
authority to determine whether cost daia provided
by companies are accurate and justify the price
they wish to charge. In the case of Ceredase™,
the price charged under the Treatment IND ($3.00
per unit) was only slightly lower than the drug’s
price after the drug was approved for marketing
(§3.06 per unit in 1991 net of free goods,
uncollected revenues and rebates to the Medicaid
progtam) (141),

FEDERAL TAX POLICIES AFFECTING

PHARMACEUTICAL R&D
In 1987, drug companies claimed $1.4 billion
in credits against their Federal income taxes.” Of

 This docs not include over 5300 million foreign tax credits. Unlike oter tax crodis which are designed to sumalate certain nypes of
behaviar among tuxpayers, fOreign ax credits are simply a mechanism lo peevent US. firms from being taxed twice o income earmed in another

COUR(ry.
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this amount, only about $90 million was for
credits whose specific purpose was to stimulate
R&D. The tax credit for conducting business
operations in U.S. possessions such as Puerto
Rico aceounted for over $1.3 billien in foregone
taxes from the pharmaceutical industry in 1987.
Pharmaceutical companies are the main benefici-
ary of this tax provision, claiming just over 50
percent of all dollars elaimed under this credit in
1987. Overall, the tax credits reduced the amount
of taxes drug companies would have otherwise
owed the U.S. Governm-nt by 36 percent and
equaled 15 percent of the industry’s taxable U.s.
Income.

Although the aggregate value of R&D-orented
tax credits earned by the industry is relatively
small (8105 million), the pharmaceutical industry
is a major user of such credits (table 1-9). The
pharmaceutical industry eamed almost 10 percent
of all R&D oriented tax credits in 1987. The
industry's differential ability 1o use such credits
attests to its greater research orientation than
other industries and the rapid growth of its

research expenditures, These credits represent an
indirect subsidy to the industry for undertaking
activities deemed to be in the public interest.

FEDERAL SUPPORT FOR
PHARMACEUTICAL R&D

The Federal Govermment is the mainstay of the
country's health sciences enterprise. Health-
related R&D reached almost $10 billion in 1990
Some of this money is spent In govemment
laboratories on intramural rasearch (32.6 billion
in 1990), but the vast majority of this federally
sponsored health-related R&D s awarded fo
universities and private nonprofit laboratories
through extramural grants and contracts. The
money not only supports scientists but also has
paid for much of the infrastructure of health
research facilities in use today at American
universities. The Federal Government also pro-
vides the bulk of support for training scientific
personnel. Some of that training is paid for under
research grants and contracts, but in 1989 alone

Table 1-9—Research Tax Credits Earnad by the Pharmaceutical industry in 1987"

Aggregate credit
claimed ($ thousands}

Aggregate ¢redit earned
Number of firms as a percent of aggregate
claiming credit  eamed by all Industries

Research and experimeniation tax credit’
Firms with assets <550 million.. ... .....ovvirin -
Firms with assets » 550 milllon and = $250 million, .
Firms with assats of $250 million or MO, .. .......
Al firma. ... eca i i i

University-based basic research tax credits
firms with assets <450 million. . ...l
Firms with assets > $50 million and < $250 miltion. . .
Firms with assets of $250 million or more. ... ......
AN FITME. v v rir ot tarmnararassarrmnner-sus

Orphan drug tax credits
Firms with assets <350 million. ..........covvunin
Firms with assats > 550 million and< $250 milllon. .
Firms with assets of $250 million or mora, .........
ALFirME, . o vvrvrcssasranrres Fatatmrnararrs

$6,455 147 14010
2,042 9 20
BB,878 28 126
97.375 184 9.6
3 20 17.2
0 30 0.0
2,257 43 10.7
2,260 990 B.4d
] 0 -
0 ] -
5,358 8 84,3
5,358 8 84.3

a Extimatas for tax yasr 1987 are from the LLS. Treasury's Statistics of Incoms (SO0 sample walghtad to refisct ralavant populations,
Pharmacsutical Industry 18 defned as SO industry group 2830 minus fiems with assets of 5250 million or more ard known not 1o be Invelved in
pharmateuticaln, Tax Cradits warnedaranotedulvalentio tax credils ciaimed because the fomar dees not reflect inautt icient tax liabllity in current

year, or carry-forwarda from previgus years,

b Research and sxperimantation credit estimates are nat of unlyersity-baxed basic ressarchomedit,

SOURGE: OMice of Technology Asasssmaent, 1993. Estimates provided by U.5. Congress, Jaint Committes on Taxation.




the NIH spent 5256 million on 11,585 training
awards in the life sciences.

Although most of the research supported by the
NIH and other Federal heulth research organiza-
tions 15 aimed at understanding the basic mecha-
nisrms of health and disease, the Federal Govern-
ment supports a substantial amount of research
directly largeted to the development of new
pharmaceuticals. OTA estimates that NTH and
other Public Health Service (PHS) research of-
ganizations spent approximately $400 million in
1088 for preclinical pharmaceutical research ~nd
250 million for clinical pharmaceutical R&D.
This spending includes 13 targeted drug develop-
ment programs whose specific mission is 1o
develop new medications for pariicular diseases
or conditions.

The pharmaceutical industry is particularly
adept at mining the metherlode of knowledge
created by government-sponsored biomedical re-
search and training. The pharmaceutical industry
benefits from the Federal investment in extramu-
ral and intrarmural research through its collabora-
tions with universities and academic researchers
and through its contacts with intramural research-
ers at NIH and other Federal health research
\aboratories. In the past decade, Federal technol-
ogy transfer policies have provided new incen-
tives for both federally supported academic re-
searchers and povermment researchers to collabo-
rate with private industry in bringing to the
market patentable inventions arising from feder-
ally supported research.

§ Federal Technology Transfer Policy
Today, any inventions arising out of the
substantial Federal support to academic research
are essentially the property of those institutions.
The Bach-Dole Patent and Trademark Act of
1980 (Public Law 96-517) gave universities,
nonprofit organizations and small businesses the
rights to inventions resulting from research sup-
ported with Federal grants. This law was in part
the impetus for the creation in the 19805 of
university-sponsored enterprises whose purpose
is to commercialize biomedical research findings.
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Universities and nonprofit organizatiens can li-
cense their valuable inventions to commercial
enterprises and share in the revenues the inven-
tions generate,

Inventions arising from the $2.6 billion annual
investrent in intramural Federal research have
also been encouraged by legislation whose pur-
pose is to foster commercial innovation. The
Stevenson-Wydler Technology Innovation Act of
1980 (Public Law 96-480) made the transfer ol
Federal technology to the private sector a national
policy and a duty of Federal labotatories. Among
its provisions, the act required that Federal
laboratories spend at least 0.5 percent of their
research budgets on efforts to transfer technology
from the laboratory to the marketplace. Addi-
tional legislation in 1984 directed the Department
of Cotnmerce to issue regulations governing
licensing of technologies developed in Federal
lahoratories (Public Law 98-620).

These initiatives proved insufficient to bring
about the desired amount of formal interaction
between government and industrial scientists.
The Federal Technology Transfer (FIT) Act of
1986 (Public Law 99-502) followed with finan-
cial and professional incentives to Federal scien-
tists to actively pursue the commercialization of
their inventions, The act also requires Federal
agencies to share at least 15 percent of royalties
from any licensed invention with the inventing
scientists, and it directs agenicies to establish cash
awards with other personnel involved in produc-
tive Federal technology transfer activities.

The legislation also permitted Federal labora-
tories to enter into formal coaperative research
and development agreements (CRADAs) in which
a Federal agency provides personnel, services,
facilities, equipment or resources (but not meney)
and a private company provides money, person-
nel, services, facilities, equipment or other re-
sources for R&D. The law leaves implementation
of CRADA policy up to the research agency, but
as part of a CRADA the Federal laboratory can
agree in advance to grant licenses to the coilabo-
rating partner on any inventions resulting from
research under the agreement.
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Figure |-n-Fublic Health Service Patent
Applications and Patents Issued, 1987-80

Number of patents

250

1388
77 Patent applications Il Fatents issued

=OURCE: Tha Offics of Tuchnology Assessment, 1993, Baaad on data
from U.5. Departmant of Haalth and Human Services,
Public Health Service, Natlonal Institutes of Health, Dffice of
Technology Transfer, 1991,

Early data suggest that the FTT Act may be
successful in increasing the patenting of inven-
tions created in Federal biomedical research
laborataries. The number of patents filed annually
by the Public Health Service (which includes
NIH) has grown dramatically since 1987, the first
year for which data on PHS patents are available,
The number of applications more than doubled
between 1987 and 1989 alone (figure 1-11).

I Licensing inventions from
Federal Laboratories

The Federal govermment has steadily increased
the number of licenses issued on its biomedical
patents throughout the 1980s (figure 1-12). Roy-
alties paid to the inventing agency typically do
not exceed 5 to 8 percent of the resulting product
sales. The PHS policy is to grant exclusive
licenses only in cases where substantial addi-
tional risks, time and costs must be undertaken by
a ficensee prior to commetcialization (484,486).
Otherwise, PHS tries to negotiate nonexclusive

Figure |-12—Licenses Issued by the U.5.
Department of Health and Human Services,
Fiscal Years 1977-91

Number of license agreamants

n HE zzm
a7t 78 78 80 81 B2 33 B4 B85 96 B7 83 89 9D 912

Typa of licansa

[ Researchievaluation [l Exclusive
t7 Nonexclusive
aNumber In tiacat year 1391 annualizad from the number of agrae-

mantg reached during first 4 months of the year.

SOURCE: Office of Technology Assessment, 1933, Bagad on data
from 11.5. Departmont of Heallh and Human Services,
Public Health Servica, National Instltutes of Health, Office of
Techneology Transfer, 1991

licenses. Firms collaborating with Federal health
laboratories under CRADAg, however, may have
built into the CRADA at its inception the right to
negotiate an exclusive license 1o any invention
arising out of the collaboration. The advent of
CR,.DAs in recent years may portend even
more exclusive licenses in the future.

Royalty income to PHS agencies from licenses
is a small fraction of the total PHS intramural
budget. In 1988, the total NTH royalty income was
just 0.03 percent of total NIH intramural spend-
ing. NIH takes the position that the purpose of
royalties is to stimulate technology transfer by
“offering an attractive incentive to encourage
[PHS) scientists to participate in collaborations

1 g Separaic BETCEMENLS Wete signed by the cnd of fiscalyear1 390,




with industry, , . rather than to augment or
replace funds appropriated by Congress for re-
search (73).

The net returns to both the NIH scientists and
the commercial firm rise and fall directly with the
ultimate price of the product to consumers
(individual patients and their private and public
health insurers). The PHS policy governing
exclusive licenses, including those granted under
CRADAs, requires that prices of commercial
products be commensurate wit' e extent of
* *public investment in the produc., and the health
and safety necds of the public’ (486), The policy
further states that licensees may be reguired to
provide * ‘reasonable evidence’ to support their
pricing decisions, To date, this policy has been
implemented only in one case-—the antiviral ddl,
manufactured under an exclusive license by
Bristol-Myers Squibb,

At present, the PHS has no established
mechanism or standards for reviewing the
reasonableness of prices for products mar-
keted uynder exclusive licenses and lacks the
legal authority to cnforce its policy in cases
where prices would be deemed unreasonable.

The need for review of prices of drugs licensed
from public agencies results from the failure of
the market for prescription drugs to assigh appro-
priate values to new technologies. Because most
patients have health insurance policies that pay
for a large fraction of the charges for covered
drugs and other health care products and services,
they may be willing to “purchase” such care
even when it is wouth less to them that what the
seller charges, [nsurers have little flexibility in
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choosing what pharmaceuticals to cover and what
prices to pay.

Although the question of what is u “reasona-
ble” price is subject 10 differing interpretations,
the termn is commonly used to mean the price
charged doss not greatly excead the full cost of
researching, developing, manufactuning, market-
ing and distributing the drug, where cost includes
4 retun on the investment sufficient to cover
imvestors’ risks or failure and opportunity costs of
capital.

OTA's contractor study of the costs of develop-
ing and manufacturing the drug Ceredase™
demonstrated that determining such costs 1% 2
difficult task. Expertise in cost analysis is critical
to such a review. Even the best and most
sophisticated efforts to assess costs will fall short
if they arc not based on an audit of detailed cost
accounting data. Access to such data is possible
only with full cooperation of the company pro-
ducing the drug.

Implementing PHS's fair pricing clause for
exclusive licenses in more than a cursory way
could conflict with the Federal goals of technol-
ogy transfer and the collaborative development of
new medicines with industry. When faced with
potential government scrutiny of their books and
manufacturing processes, some firms may opt not
to license drug technology developed at NIH.
Whether such reactions would be frequent enough
or universal enough to delay the availability of
new therapies can only be judgud through experi-
ence. So far, NIH has been reluctant to take on the
task of demanding detailed cost information as
part of its technology transfer function.




The Costs of
Pharmaceutical R&D

his chapter brings togeiher existing evidence on the cost
of bringing new pharmaceuticals 1o market, It begins
with background on how to measure such costs and then
moves to an assessment of existing swudies of rescarch
and development (R&D) costs. These swudies are retrospective;
they estimate the costs of R&D for pharmaceutical products
developed and brought to market in the past. R&D costs can
change quickly as underlying seientific, technical, or regolatoty
conditions change, so it 15 dangerous 10 predict much about the
fulure, or even about today's R&D costs, from studies of past
costs. In the last part of the chapter, the Office of Technology
Assessment (OTA) examines recent trends in some critical
components of the cost of bringing new drugs to market,

A FRAMEWORK FOR ESTIMATING R&D COSTS

R&D is an investment in a potential future stream of revenues
from the sale of successful new drugs. Unlike other kinds of
investments, such as & new manufacturing plant, the success of
a phatmaceutical R&D} investment is highly uncertain and may
take many vears (o be realized. The investors in pharmaceutis:.
R&D must be able o “expect” not >nly to recoup their actual
cash outlays for R&D bui also 1o be compensated for the risk they
took of losing their investment aftogether and for the time they
spent waiting for the investment to pay off. Without such an
expectation, no investor would put his or her money on the line.

The full cost of the R&D invesiment can be thought of a3 the
minimal 'expected’ payoff required to induce the imvestor to lay
out ithe money at each step of the research project. The
¢ ‘gapected’ payoff do¢s not mean an assured payoff, rather, it
means the minimal payoff required from the drugs thal success-
fully reach the market after taking im0 account the chances of
success and failure and the expected development time involved.

47
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The full cost of bringing a new drug to market.
as definced above, is clearly higher than the cash
outlays spent to discover and develop successful
new drugs. [t also includes the cash outlays spent
on projects that fail’ And, it must include the
npportunity cost of capital, the rate of interest that
dollars invested at a given level of risk must cam
in exchange for being tied up in the investment
{39,283).

The opportunity cost of capital for pharmaceuti-
cal R&D is higher than the interest rate on safe
investrments, such as insured bank deposite or
government bonds, but just how high the cost of
capital for pharmaceutical R&D projects is de-
pends on how investors evaluate the tisks of these
investments, (See appendix C for z detailed
discussion of the cost of capital.}) The risk and,
therefore, the cost of capital varies across differ-
ent projects and even within the same R&D
project at different stages of development. The
cost of capital for any investment also varies from
year to year with underlying changes in the
risk-free rate of interest (¢.g., on bank deposits).
Thus, the full cost of R&D varies widely over
time and across projects.

To measure the full cost of bringing a new drug
to market, all outlays required to achieve the
successes (including spending on projects that
fail) must be compounded (or capitalized) at an
interest rate equal 1o the cost of capital, to their
present value (or capitalized value) at the date
of market arproval. For example, §1 miilion
invested 1 year ago should be worth $1.1 million
today if the cost of capital for that investrnent was
10 percent pet year.

Note again that the full cost of bringing a new
drug to market is much higher than the amount of
money companies must actually raise to fund
R&D projects. To pursue R&D, companies must
raise only cnough cash to cover the actual outlays
associated with the successful and unsuccessful

Fhote cradit: THE UPJOHN COMPANY

F&D pxpanditures include substantial investment In rasearch
facilities and equipment. The Upjehn Company recently bulit
thie new additien to its research facilities, the '(whita” buliding
located at the top of tha photograph. It ancompastot more
thar 700,000 sguare feet, was constructed at a coat of
£120,000 milllon, and will hausa more than 500 scientigts.

projects. Estimating the full cost of bringing a
new drug to market, by contrast, provides a way
of pauging ho w much money must be eamed from
the succcssful drugs, once they reach the market,
to justify the research outlays.

EXISTING STUDIES OF R&D COSTS

Two major approaches have been used to
estimate the cost of bringing new drugs to market.
One approach examines project-level data ac-
quired from pharmaceutical firms. The second
approach analyzes R&D expenditures and new
products at the industry level. Table 3-1 contains
a summary of selected pharmaceutical R&D cost
studies of both kinds—project-level and industry-
level--listed in the order of the R&D period
studiea.

Project-level studics try to measure costs in-
curred at each stage of development and the
percent of drugs that will successfully pass each
stage, and then use these calculations to arrive at
a final cost estimate. The key advamage of the
project-level approach is that, if sufficiently

I when the fuil cost of R&D is estimated with higiorical data, averaging of outlays across winners and Josers must take place aeross the
entire industry, or at least a geod part of it betausé individual companizs may have unusual experiences. For example, 2 company could have
frusminaged s ressarch, leading to relatively few successes and high outlays per success. Though investors in that company might have lost
money. they aued hor be rewarded for their had judgment. The experience of the industry a5 a whals is a gead basis for estimating the trus (snd

uncenteollable) probability of success and failure of R&ED projects.
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reliable data can be obtained, it provides the most
detailed view of the costs of particular projects
and overall development costs. These studies
look at a sample of new product introductions
(virtually always new chemical entities (NCEs))
and use project cost data obtained {rom compa-
nies to estimate the average cost of bringing a
product to market. Although Clymer {79) and
Schnee (367) took this project-level approach in
carly studies, they calculated only the cash R&D
outlays of a single firm, ~nd Schnee did not
consider the cost of failur_.. These studies are
therefore not considered further.

The prototype of project-level R&D cost esti-
mation is a pair of studics published by Hansen in
1979 and DiMasi and colleagues in 1991 (109,175},
They used very similar methods and data sources
to estimate the present value in the year of U.5.
market approval of the costs of discovering and
developing NCEs. The results of these studies
huve been used to estimate net returns to R&D
and to estimate recent changes in the cost of
developing new drugs.

Industry-level studies examine the relationship
between new product introductions and industry
research expenditures. An estimated regtession
equation that predicts NCE introductions as 2
function of R&D expenditures in previous years
as well as other external factors (such as regula-
torv controls) is then solved for the R&D expendi-
tures required 1o bring one additional NCE to
market. '

The advantage of these industry-level studies 18
that data on produet introductions and research
cxpenditures are verifiable and readily available
at the industry level. The disadvantage is that the
introduction of NCFs in any year must be related

to a pattern of past R&D expenditures that 15
complex and often beyond estimation with the
limited number of years of data available. This
approach was pioncered by Bailv (32). but the
cost estimate from that study is based on very old
data that are not converted to present values,

A recent estimate based on a study by Wiggins
(520} is the most comprehensive analysis using
this approach, Wiggins followed the gooeral
method first used by Baily, but Wiggins had ..«
data at hand and used less restrictive assun. ..ons
about the nature of the relationship berween
expenditures and new drug production. There-
fore, this chapter focuses on the Wiggins study.

Grabowski and Vernon (159) also used pub-
lished aggregate R&D expenditure data to esti-
mate the cost of successful drug development.
Though Grabowski and Vernon did not estimate
development time profiles with statistical analy-
sis, their estimate provides another point of
reference for comparison among methods, and it
is also summarized here,

I The Hansen and DiMasi Studies

METHODS

The two studies by Hansen (175) and DiMas
(109) are based on samples of NCEs frost eftering
human testing in specified time peniods. The
sample of NCEs for each study was selected from
a set of data on NCEs constructed and maintained
by the Tufts University Center for the Study of
Drug Development (CSDD) from an ongoing
triennizl survey of over 40 pharmaceutical fins.
The early study examined approximately 67
NCEs, discovered and developed by 14 U.5.
pharmaceutical firms that first entered human
trials between 1963 and 1975. The second study

2 DiMas; defines 'NCE* as ""a new molecular compound not previously tested i humans * (107). In keeping with DiMasi's definitian

this report uses Thi term NCE 10 refer 10 borh therapeutic drugs and biolagical.

"Industry-level analyses are therefors estimates of masginal cosis of NCE production. As DiMasi observed, marginal costs and averaigs
eusts are not 1ikely to be equal unjess R&D is subject ta constani retums 1o scale (109). Inan R&D-inteasive pharmaceutival firm, there may
be substantial cconomics of scale. particularly at low levels of expenditure, However, from the standpoint of the industry as a whole, marginal
costs may more closely approximate average cosks, A more important eriticisim of the marying] cost measure i that the marginal NCE (i.e..
the next une that would be brought forth by an infusion of new R&D expenditutes) is not determined by casts alone bul by the present vitlue
of net returns, The marginal NCE might be a low-cost project with low revenue prospects. Therefore, marginal research cast doss not have much

meaning from the siandpoint of R&D decisions,
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examined 93 NCEs. discovered and developed by
12 U.S. fins, that were first tested in humans
between 1970 and 1982 (109).

Both studies looked only at NCEs that were
actually discoversd by the firms themselves (L.e..
self-originated), not lcensed from other compa-
nics, and the samples in both studies incleded
unsuccessful as well as successtul NCEs. Prod-
ucts acquired throwgh joint ventures or licenses
were excluded because part of the costs of these
R&D projects would have been borne by other
firms and could not be measured easily.

The study authors surveyed the firms sponsor-
ing the sampled NCEs for information about the
costs incurred from year to year as each NCE
traveled through the drug development process.
Many of the sampled products were abandoned
during the clinical testing phase, and the costs
were adjusted for these abandonments. With
year-by-year estimates of spending for each
project, the authors could build a time profile of
expenditures throughout the development peried.
These time profiles were then combined with
information about the survival experience of the
NCEs under study to estimate the average cash
outlays’ for clinical research.

A portion of R&D cost is devoted to the
discovery of NCEs. These basic and preclinical
research activities cannot be allocated to specific
NCEs, so the authors of each study asked firms to
report information that would allow estimation of
preclinical research expenditures. In the early
study, firms were asked to report total NCE R&D
expenditures in the United States between 1962
and 1975 as well as “basic research” expendi-
tures.’ Overall, firms reported that 51 percent of
all NCE R&D expenditures were for basic re-

search, so Hansen assumed an amount equai to
the total average development period cost went ta
basic research in the preclinical period, spread
equally over 3 years prior to the initiation of
clinical testing,

DiMasi used & more involved methodology to
eitimate both the amount of preclinicat cost and
the timing of those costs, Firms reported total
self-originated NCE R&D expenditures and
preclinical research expenditures between 1970
and 1986. Preclinical expenses averaged G
percent of total self-originated NCE reser -
This estirnate was revised to 58 percent to accuunl
for trends in the data over the time period on
which the estimate was based. These estimated
preclinical costs were spread evenly over 42.6
months prior to the initiation of the clinical
period.”

“The estimated cash outflows, spread over the
discovery and development periods according to
the time profile reported by companics, were
converted to their present value in the year of
market approval. The early study used a Teal
(inflation-adjusted) cost of capital of 8 percent;
the later study used 9 pereent.

RESULTS

Table 3-2 shows how the actual estimated cash
expenditures (in 1990 constant dollars) changed
between the two studies. Total cash outlays per
successful new NCE were estimated at $63.5
miltion (1990 dollars) by Hansen and at 5127.2
million by DiMasi, a 94 percent increase in
estimated real (inflation-adjusted) outlays per
succesful new drug over the period of the twe
studies. If the midpoint of the study years is used
to calculate the rate of increase in cash outlays,

“The reported expenditures don't correspend exactly to cash outlays because ¢harges for indirect costs, ovethead, or capifal equipment and

factlitiss may be made using allozation or depreciation methods that don’t correspond in time 10 actual cash outlays. The 1erm “cash costs™
is used here to diffesentiate the reported ¢xpenditures [rom their present vaiues in the year of market approval.
» Development gz included clinical 0osts and shon-1erm preclinical animal studies.

s Since clinical pariod expenditures oesur later than proclinical expenditures, the ratio of prexlinical peciod real R&D to total real RAD
sxpenditures overestimates the tue preclinical period ¢ontribution When total expenditures are riging (109).

“The lengih of the preclincial period was estimated from data in the CSDD database on NCEs appraved for marketing by the U.5. Food
10d Drup Admtistration (FDAY in the years of the stady. The preclinical period is defined in that database as the length of time from synthesis

of a drug to the beginning of human climeal srudies,
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Table 3-2-Cash Outlays per Successful New Chemical Entity:
Hansen and DiMasi (5 1990 millians)’

Study years Clinical

Preclinical/discovery
As parcent

Total cash outlays

Study {midpolnt) sost cost  of total ¢ost per suscess

Hansen, 1979, .., .. 1963-7% 529.9 53156 4% $66.5
{1968

DiMasi et al,, 1821 ..., 1970-82 53.8 72.4 58 131.2
(1976)

Rate of increasa (%), 79 106 94

2 Alastimates ware adjusted fer Inflation using the GrF lmphicit price deflatar.

SOURGE: Office of Technology Assaasment, 1393, adapted frem R, Hanaen, “The Fhamaceutical Develepmant

Pri : Estl af Davelap

| Costs and Timas and the Effect of Propesed Regulatary Changes.”

{22uga in Pharmacautical Ecanomics, R.A. Chian (cd.) (Laxington, MA; [1.C. Heath and Ca., 1979); J.A
(Masi. LW, Hansen, H.G. Grabowak, et al,, "The Cost of lnnovation i the Pharmacautical Industry,"

Jaurnal of Hosith Ezenomics 10:107-142, 1991,

this pair of studies suggests that real R&D cash
outlays per successful NCE increased at an annual
rate of about 5.5 percent in the study years.”

The increase in cash outlays per success is
moderated by an improvement in the success rate
of the drugs in the two study cohorts. Whereas
Hansen projected an ultimate success rate from
human testing 1o approval by the U.S. Food and
Drug Administration (FDA) of 12.5 percent,
DiMasi and colleagues estimated about 23 per-
cent of the projects would be successful. Without
this improvement, the increase in cash outlays per
success would be even higher.

Because the estimated ratio of preclinical costs
to clinical costs was higher in the later study than
in the early study. the increase in real cash outlays
is somewhat greater for preclinical costs than for
clinical period costs, but the annual rates of
increase were not very different-10.3 percent
pee year for preclinical costs compared with 8.3
percent per year for clinical period costs.

Total R&D costs capitalized to the date of
approval for marketing increased from 5108
million to $259 million (in 1990 dollars) over the

course of the two study periods, an inflation-
adjusted increase of 139 percent, or 12.4 percent
per year from the midpoint of the gatly study
(1969) to the midpoint of the later study (1976).
The even more rapid increase in fully capitalized
costs was due to cost-increasing changes in two
components of the estimates:

e An increase in the estimated cost of capnal
from % percent in the early study to 9 percent
in the later study,

¢ An increase in the toral development time
from 9.6 1o 11.8 years, led by a longer
preclinical period in the later study (42.6
months, compared with 36 months) and a
langer period of regulatory review once a
new drug application (NDA} is filed with the
FDA (30.3 months compared with 24
maonths).

The change in the assumed cost of capital alone
would zccount for little of the increase in total
capitalized costs. OTA reconstructed Hansen’s
cost analysis using a 9 percent cost of capital. This
change, in the absence of any others, increascd
Hansen’s total cost estimate by only 5 percent to

'Compatisen of the midpoints of the study years may umderstate the true difference in time between the studies and may therefare overstate
the raie of change over the time period. Althongh the database from which the sample of NCES in each study was drawn shows the median
years for self-originated NCES receiving invastigational new drugs in the two studies wete 7 years apart {107), the cost estimates i the early
sudy were based more heavity on the older NCES in the sample than were the cost estimates in the second study (176). 1f a steady upward lend
i the reat cost of R&D was occurring threughout the decades of the twa studies. the cost estimates of the catly study would be biased downward,
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approximately $114.8 million (in 1990 dollars).
Increasing the discovery/development period to
match that of the DiMasi study without any other
changes would increase Hansen's total cost esti-
mate to $122.7 miilion (13 percent higher than the
baseline estimate). Together, a higher cost of
capital and a longer R&D time profile (in the
absgnce of any other changes) increased Hansens
estimated cost to $132.9 million (in 1990 dollars),
only 23 percent higher than the baseline estimate.
Thus, without the very large changes in estimated
cash outlays over the two periods, the inflat’ on-
adjusted rise between the two periods in R&D
costs per success would have been relatively
modest.

§ The Wiggins Study

Wiggins regressed the total number of NCEs
that the FDA approved between 1970 and 1985 on
the estimated total NCE-oriented research spend-
ing in previous years'and on the average delay in
NDA approval times for drugs approved 5 years
earlier. The regression equation was then trans-
formed into an estimate of the extra cash research
outlay required to bring forth one additional NCE.
This estimate of marginal R&D cash outlay per
additional NCE was $75 million in 1990 dallars.

Wiggins' analysis is based on NCE approvals
for marketing, not NCEs entering human testing,
If the average time from the filing of an investiga-
tional new drug (IND) application to approval of
the drug by the FDA was 6.5 years (as Hansen's
carly survey indicated), then Wiggins' sample
corresponds to NCEs first entering clinical testing
between roughly 1963 and 1979, a period that
overlaps substantially with the Hansen study
(1963 to 1975). Thus, Wiggins’ estimate of 373

million in cash costs i3 roughly in line with
Hansen's estimate of 565.5 million, especially
when one considers Wiggins’ analysis probably
covers a somewhat more recent population of
NCEs than does Hansen's.

Wiggins" NCE sample 15 different from
Hansen's, however, because it includes licensed-
in products as well as self-originated NCEs. It is
unknown how the full costs of discovery and
development for licensed-in products compare
with those of self-originated drugs. Though the
cost of developing licensed-in products s likely
to be lower for the licensee, if the licemser is 2
Pharmacentical Manufacturets Association (PMA)-
member company, then Wiggins' method would
have captured the early costs.

Although Wiggins converted cash R&D costs
to their present value at the time of market
approval, he did so by assuming the cash costs
followed Hansen's estimatcd time profile.” Like
Hansen, Wiggins used an 8 percent cost of capital.
Starting with higher out-of-pocket expenscs, Wig-
ging necessarily concluded the full cost of bring-
jng an NCE to market is higher than Hanscn
predicted. In 1990 dollars, Wiggins' estimated
cost of discovery and development of a new NCE
is $123.4 million" compared with $108 million
estimatcd by Hansen (173).

B The Grabowski and Vernon Study
Grabowski and Vernon (160) also used annual
aggregate R&D data reported by PMA to estimate
the average cost of developing new NCEs ap-
proved by the FDA for marketing during the
1970s. Like Wiggins, Grabowski and Vemon
estimated the cost per NCE for both self-
originated and licensed-in drugs. They assigned

% The averags research expenditures for NCEs in the thicd, fourth. and fifth year priar to FDA marker approval as reported to the
Pharmaceutical Manufucturers Association was used as the measure of research expenditure.

10 §ince wigying' analysis in¢luded licensed.ia a3 well 5 self-originsicd drus, he should have used  different, and probably shorter, tme
profile for the licensed-in drugs, Data on development times for apptoved licensed-in drugs suggest they are substantially shorter than the
developtett mes for approved sel Foriginated products (107), which suggests lower costs to the licensee. Had Wiggins applied a differant
profile to the licensed-in drugs, his sstimate of total capitalized cost would have been lower.

11 This valug diS3ETCes with Wiggias' estimate, §j44 million i,1990 doilars. As discussed by Woltman ($24) and DiMasi et al. (109),
Wiggins made an error in caloulating the total capitalized cost, OTA'S re-estimate, $123.4 million, is slightly lower than DiMasi’s recaleylation,
$124.7 million in 1990 dollars, because of differences in price indexes used.
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R&D expenditures in each year between 1962 and
1978 to product introductions in the years 1970-
79 using assumptions about the application of
each year's expenditures to the future years
introductions. For example. Grabowski and Ver-
non assumed that in 1965, 10 percent of R&D
expenditures for NCEs was spent on drugs
introduced in 1970, 10 percent on drugs intro-
duced in 1971, cte.”

This weighting scheme was then used to
estimate the cost of introdnctions in each y. ...
Compounding these value: o the date of market
introduction at 9 percent, Grabowski and Vemon
estimated the mean cost per successful NCE
approved by the FDA between 1970 and 1979
was $142 million in 1990 dollars. Because the
weighting scheme assumes a total discovery/
development period of 8 to 12 years (lengthening
over the period of study), this estimate corre-
sponds to NCEs first entering human testing in
the period roughly bounded by 1965 and 1972,
This period falls withir the bounds of Hansen's
study years.

Whereas Hansen's total estimated cost in 1990
dollars with a 9-percent discount rate is $114.8
million for dnugs entering testing in the period,
Girabowski and Vernon cstimated an average Cost
of $142 million. For NCEs approved in 1973,
Grabowski and Vernon estimated cash R&D
outlays of $86.7 million in 1990 dollars compared
with $65.5 million estimated by Hansen.

I Comparison of Estimates

The studies discussed above are best compared
by standardizing for constant dollar year and cost
of capital, chosen here to be 1990 and 9 percent.
Tzble 3-3 shows the estimates from each re-
viewed study.

The three studies of research conducted on
NCEs frost entering clinical testing in the 1960s
and early 19705 use different methods and arrive

Table 3-3-Estimates oft he Full Cost of Bringing a
New Chemical Entity to Market'($ 1990 millions)

First year of clinical testing

{midpalnt)
1963-75 1470-82
Study {1963) (1978)
Hansen, 1979. ..., ... o0 h e e $114.8 -
DiMasietal, 1881 ... ....... .. — 5259
Wiggins, 1987. ... 00 oonuens 131.5 -

Grabowski and Vernon, 1830.. . 142 -

2 All wstimates were adjusted for Inflation using the GNP implicit PN:;
deflatar and wora ealculatad at 9 percent cost of capitat.

SAURCE: Office of Technalogy Asssgamant, 1901

at estimates differing by upy to 25 pereent, 3inee
the methods used in each study are not completely
independent, " more congruence might have been
expected.

Because neither Wiggins nor Grabowski and
Vemon differentiated between lcensed-in and
self-originated drugs, their estimates should be
lower, or at least no higher, than those of Hansen,
Yot the cash outlays estimated in both industry-
level studies are higher than those of Hansen
Hansen estimated cash outlays per successful
NCE of $65 million; Wiggins estimated 375
million; and Grabowski and Vernon estimated
£86.7 million.

VALIDITY OF R&D COST ESTIMATES

All of the R&D cost studies described above
begin with estimates of R&D cash outlays in each
phase of development, the time required to
complete each phase, and the success rate for
p-cjects in cach phase of the process. These
estimated cash flows are then capitalized with a
cost of capital that differs among studies. The
validity of the studies rests ultimately on the
accuracy of the estimates of cash outlays and the
timing of those outlays. In this scction, OTA
analyzes the validity of the estimates of cash

12 These ASSUMIPUIONS waze based IN part on a TERESSION estimata Thomas made i 1986 (421),
13 Hpngen used the 3ample firms* sclf-repored data on R&D expeodimras 10 esrimate basic research costs o their present value; Wiggins

used Hansen's time profile generated from a survey of compinies’ NCE intruductions to capitalize costs, and Grabewskd and Yornon's time
prafiles were based iargely on duta supplicd by the CSDD NCE duabase, Ihe same database from which Hansen's sample was deawn and from

which estimates of Hansen's RéeD time profile wore partially drawn.
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outlays, their timing. and the success rates from
stage to stapge in the development process.

Arc the estimates of cash outlays accurate?
OTA addressed this question in two ways, First.
we critically assessed the validity of the methods
and data sources used to arrive at the estimates
and the potential impertance of departures from
full validity. Second, we attempted to corroborate
the findings with data from independent ot
semi-independent sources,

The assessment of validity of the methods
concentrates on the project-level studies of
Hansen (175) and DiMasi (109} for two reasons,
First, the DiMasi study offers the most rewent
estimate which industry representatives and oth-
ars have quoted widely as the defipitive estimate
of research costs (325). Second, the other studies
based on ageregate R&D expenditures draw from
the project-level analyses of Hansen and DiMasi
for estimates of the time profile of development
and arc therefore partially dependent on them.

B Validity of Study Methods
The validity of the project-level studies de-
pends on three aspects of the study methods:

» Sample of fins;

« Sample of NCEs; and

e Accuracy of survey responses regarding:
1. elinical period cash outlays,
2. preclinical period cash outlays,
3. phase-specific development tires, and
4, phase-specific success rates.

THE SAMPLE OF FIRMS

Both Hansen and DiMasi examined NCEs
ariginated at U.S _-owned, research-intensive phar-
maceutical fins. Hansen's early study included
14 firms willing to respond to the survey;
DiMasi‘s later study included 12. Because the
samples were predominantly large well-

established companies in both surveys, the re-
ported R&D costs may not reflect the cost
experience of small and relatively young firms.”
although the direction of potential biases between
laroe and small firms is unknown.”Even tf
systematic differences in R&D costs by firm size
or total R&D commitment do exist, they should
not survive for long, for the industry would
gradually reorganize to operate at the most
efficient level. The responding firms in the
DiMasi study represented 40 percent of domesti~
R&D, as measured by PMA, and the distribution
of R&D by therapeuuc class in these firms was
virtually identical to the distribution of R&D in
the 1I.8. pharmaceutical industry as a whole.”
Thus, the sample of firms appears to pose no
serious threat 1o the validity of the study.

THE SAMPLE OF NCES

Both studies selected a sample of NCEs that
oniginated within the company’s U.S. research
organizations. NCEs were sclected from a data-
base maintained by CSDD of new products under
development. Probability samples were drawn
from the universe of NCEs in the C5DP database,
but some nenresponding companies could have
hiased the sample. Furthermore, neither study
reported the within-fro response rate. If firms
failed to provide data on some NCEs for which
data were poor, or if they selectively reported o
NCEs for some other rcason, the sample of NCEs
could be biased. Again, the effect of such
potential biases on cost estirnates cannot be
judged.

The adequacy of the sample size 10 reliably
predict costs is determined by the underlying
variation in the costs to be measured. The sample
size in the Hansen study was 65 to 70 NCEs. The
precise NCE sample size was not reported.
DiMasi examined 93 NCEs. The higher the

M Theemergencs of dozens of Small bigtschoolagy firms performing pharsaceutical research in the 19802 would make this point mare

salient for periods later than those studied by Hunsen and DiMast,

15 Prarmaceutical firms may SAperience decreasiog returns to scale of RED at low levels of RAD (213}. Comanor found the marginal
productivity of research personnel it inversely related to the size of the firm (85}, but after controlling for R&D levels, Jensen did not find such

a relationship (213).

| 6 Hansen did not provide estimares of the proportion of domestic R&D accounted for by the 14 firms in hig sample,

330-067 - 93 - 3 : QL 3
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Table 3-4-Confidance Intervals for Clinical Period Cash Outlays in DiMasi Study
{$ 1987 millions)

Prohability that true

Standard  95% confidance mean is within 10
Phase Mean cost  deviation  Interval for mean percent of pztimated mean
i $4,519 &1, 184- 3,084 0.34
o 5,230 1,729- 4,179 36
T 13,874 8,236-17,366 0.41
Long-term animal, .. . - 2,155 2,41 1,450~ 2,830 0.48
Dthar animal. .. ... -- 648 1,183 49 - 1246 0.17

2 Calculated lor gl new cher -al entities antering the phase.

SOURCE: OHfice of Technology Assassment, 1993, based on data provided in JA DiMasi, A.W. Hangen, H.G.
Grabewski, gt al., “The Cast of Innovation in the Pharmaceytical industry.” Journal ofHeelth Economics

10:107-142. 1997,

underlying variation in costs, the larger the
sample size must be to meet any required level of
precision, Hansen did not report on the observed
variation int costs among NCEs, so there is no way
to evaluate the precision of his estimate,

DiMasi did report the sample standard devia-
tion of cash outlays in each phase of the clinical
period, Table 3-4 shows the standard deviations,
the 95-percent confidence intervals' for the true
mearn cash outlay in each clinical phase, and the
estimated probability that the true mean cash
outlay in each phase lies within 10 percent of the
estimated mean. The chance that the true mean
cost is no more than 10 percent greater or less than
the estimated cost of each phase ranges from 7
to 46 percent over the differcnt clin.cal phases. To
have a higher chance of estimating the mean costs
with no more than a 10-percent crror in either
dircetion, the sample size must be bigger.

Because the cost of one phase may be corre-
Jated with the cost of another, the precision of the
cstimate of total cash costs cannot be computed
with the existing data (106). Thus, the precision
of the total cost estimate is unknown.

ACCURACY OF SURVEY RESPONSES

The project-level studies depend on data sup-
plicd by responding companies that are unavaila-
ble from other sources. The accuracy of such data
depends on two factors: the ability of firms to
provide accurate data (ie., docs the compary

have access to accurale information?), and the
motivation of firms 1o provide accurate data.

Clinical Period Cash Outlays--OTA’s inter-
views with pharmaceutical company managers
indicated that, once projects reach the clinical
stage, virtually all companies have project-level
cost accounting systems that keep track of funds
spent on speckle projects, generally identified by
the chemical or biological compound. Therefore,
most firms have the ability to report data on
overall chinica! period outlays.

OTA was unable to obtain much information
about the structure of such accounting systems;
hence, the ability of firms to identify cxpenditurcs
by clinical phase is unclear. All companies would
have an accurate picture of menthly charges to
individual project accounts, however, and the
dates at which phase I, phase 1I, and phase L]
trials began are available to companies, so alloca-
lion of osts by date is a reasonable approach to
estimating the distribution of costs by phase. If
compenies responded to survey questions with
this approach, the phasc-specific estimates would
be reasonably aceurate,

Companies responding to cither survey may
have handled indirect, overhead, and capital costs
i inconsistent or biased ways. 1# For example. in
some companies the costs of a central computer
may be billed to specific projects based on actual
use; in others, these costs are charged to projects
based on a jpredetermined allocation formula.

\7 A §S.parcent confidence intgrval means there is a 5 percenl chance (he rue mean will lic oulside the inferval.
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Such differences in cost allocation conventions
may explain part of the high variation in reported
phase-specific costs among NCEs.

The money spent to acquire capital equipment
and facilities used in research (referred to as
capital expenditures) sometimes is not allocated
o prn_icct—levt‘l management cost accounts. How
companies allocated these expenses to specific
NCEs for the purpose of the survey is unknown.
If a responding company estimated only direct
expenditures in its clinical period R&D, but
included R&D capital expen”’ "o, in its total
R&D expenditures, the costs in we clinical period
would be underestimated, but the ratio of preclin-
ical period costs to total R&D costs would be
averestimated. Because clinical period costs oceur
later, the total capitalized cost would appear
higher using this method. On the other hand, plant
and equipment costs are always accounted for
with depreciation formulas, which spread costs
out for a number of years subsequent to the actual
capital expenditure, 19 Because A proper cost
estimate should be based on actual cash gutlays,
the delay in accounting for capital costs will skew
expenditures toward the end of the peniod and wiil
cause the total costs of R&D capitalized to the
point of market introduction to be underesti-
mated.

One hypothetical scenario that 2 pharmaceuti-
cal firm presented to OTA estimated that total
costs capitalized to the point of market introduc-
lon could be undercstimated by as much as 12
perccnt because of depreciation methods, but the
size of the underestimate depends critically on
assumptions about the initial ¢ost of facilities and
cquipment, their useful life, the length of time
such zssets are used for the project, their remain-

Prote crecht: THE UPJOHN COMPANY

The cost of testing NCEs in humang has rigen rapidly in recent
years. New diagnostic tests make for mors expensiva and
\arger clinizal trials.

ing value at the end of the project, and the extent
of shared use among different research projects.

Preclinical Cash Outlay—Both of the project-
level studies estimated the preclinical cash out-
lays for each sampled NCE from company survey
responses to similar (but not identical) questions
shout annual expenditures for total NCE-oriented
R&D and preclinical NCE-oriented R&D.FIn
DiMasi's study the reported rario of preclinical to
total expenditures was 66 percent, but DiMasi
adjusted this estimate to 58 percent to account for
trends in total spending over time. In Hansen's
study the reported ratio of basic to total NCE

18 Although \he survey yuestionnaires did contain questions abaut the methods of estimating overhead, indirect, and capital cosLs associated
with Tesearch prajeets, the questions were structured proadly and the study wuthors have provided no details about how such costing methads

may have varted ( 109, 175)

1% 11y pree of SQUipmERL, bought new, has 3 10-year life, far example, the company mhight eharge this expenditure off at 10 Pergent o' 'ts
\mitial cust each year over the next 1O years, This apnual depreciation charge would then be allocated acrass the projects that shared in use of

the capiti] equipment.

M iMas paked compantes 1o réport total expenditures for self-originited NCE RED and precimucal expanditures for self-originated NCE
R&D m the penod 1670:86. Hinsen asked compancs 1o provide estimates of total and * *basic” MWCE-orented R&D conducted in the United

States mihe years 1962-75,
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research was 51 percent, When basic research is
combined with short-term preclinical animal
research (estimated separately in Hansen's study)
10 obtain an estimate of the percent of preclinical
expenditures (i.e., comparable to DiMasi). the
resulting ratio is 54 percent.

The accuracy of thesc estimates depends both
on the capability of firms to separate preclinical
expenditures for NCEs from those of other
products (such as combination drugs. new formula-
tions, new drug delivery systems, ete.) and on
their rmotivation to repc  such expenditures
accurately,

The capability of firms to identify such preelini-
cal expenditures would depend on the structure of
their cost accounting systems. Although OTA did
not have access to information on the structure of
these systems in any firm, virmually ail companies
of reasonable size have in place project-level cost
accounting systems. Projects to extend product
lines of existing NCEs are probably separately
identified. Any project to develop a licensed-in
drug is also likely to have its own account.
Separating projects among the categories re-
quired to estimate the preclinical ratic would
require categorizing these projects, which can be
done with a reasonable level of effort by knowl-
edgeable personnel. Thus, it is reasonable to
assume companies can slot R&D expenditures
into the detailed categories needed for the esti-
mate.

Motivation is another matter. Because the
estimated ratio of preclinical cost to total R&D
cost cannot be verified without 2n independent
audit of cost accounting information, a company
that understood the use to which the data would
be put and with a strategic incentive to overesti-
mate the preclinical ratic could do so without
potential for discovery.

Although the firms responding to the carly
study may not have been aware of the potential
policy uses of the study's conclusions, those
responding to the later study would surely have
been aware of the use to which the data would be

put and its potential use in political debates. A
brief review of the methods and findings of the
aarly study could alert respondents 10 the impor-
tance of preclinical costs to the final full cost
estimate, Thus, the moetivation to overestimatc
this percentage cannot be discounted. especially
in DiMasi’s later study.

If companies responding o the DiMast sunvey
overestimated the percent of self-originated U.5.
R&D expenditures devored to preclinival re-
search by 5 percentage poinis, so that the true
percent was 53, as in Hansen's study, ' ¢ @sti-
mated total cost of developing anew NCE would
be 5228 million in 1990 dollars, 12 percent less
than the $259 million estimated by DiMasi et al.

Phase-Specific Development Times—The
studies used identical methods to estimate
typical development time profile for NCEs in
their sample. Responding companies reported the
start date and ending date for each NCE entering
a phase, The study researchers then calculated the
mean phase length for all NCEs entering the
phase,” Not only do companies have accurate
arehlval records to provide these dates, bul
companies also must report on the start and
progress of clinical testing to the FDA. Although
data reported to the FDA are not in the public
domain unless an NCE is ultimately approved for
marketing, it is unlikely companies would delib-
erately misreport such data in survey respomnses.

The length of the period from submission of a
new drug application to FC.A approval was not
estimated from the company survey: rather. the
authors estimated average new drug application
review times from the CSDD NCE database. In
the early study, Hansen used the reported mean
time from NDA submission to approval of all
approved NCEs in the database, 24 menths,
DiMasi used the reported mean NDA review time
for approved self-criginated NCEs first tested in
humans between 1970 and 1982, 30.2 months.

OTA re-estimated the NDA review period for
all self-originated U.3. NCFEs in the C5DD

i The mean

phase lengths were weighted 1 lake account of sampling probabilities,
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database approved between 1967 and 1979, the
time corresponding to Hansen's sample of NCEs
{107).% The estimated approval tirme was 26
months, Thus, Hansen may have slightly underes-
timated the review time in the early study, The
effect on total costs is negligible, however,
Hunsen's estimate would increase from S108
million to 8110 million,

Companies also did not repert the length of the
preclinical period, but the studies’ authors esti-
mated it through other means, DiMasi used the
C'SDD database on approved NCEs which con-
tains company reports on the date of first syLiue-
sis of a compound and the date of first human
clinical testing, Because NCEs can be identified
as self-originated or licensed-in, DiMasi was able
to estimmate the preclinical period for the large
sample in the CSDD database of approved
self-originated NCEs that U.3. firms developed
during the study period. The mean estimated
length of the preclinical period was 42.7
manths .23

Hansen had no information at hand with which
to estimate the length of the preclinical period. He
simply assumed that the period was 36 months in
length, OTA analyzed published CSDD data on
NCEs approved between 1969 and 1982 and
found the mean reported preclinical period was
about 30 months. (107). A sharter preclinical
period would reduce Hansen's estimated costs
slightly (see table 3-5),

The preclinical period as defined by DiMasi
(107) begins at the point of synthesis of a
compound. Since firms must screen multiple
products o obtain a lead compound (399) and
engage in basic research to understand disease
pathways before synthesizing a new product, this
period could understate the length of the true
preclinical period. If the true mean preclinical

Tahle 3-5--Effects of R&D Time Profile on Costs of
R&D in Project-Level Studies'($ 1990 millions)

Percent increase

Capitalized  (decrease}
Study cost fram baseling
Hansan (187%)
s Bazaline estimate §108 -
» NDA review time
26 months 109 0).9%
» Preclinical titme
30 manths 106 {1.8)
43 months 109 0.9
60 manths 114 5.5
. NDA review time/praciinical time
28 months/30 months 108 1]
26 months/43 months 119 13
26 maonths/60 manths 118 6.4
DitMasi et al. (18957)
® Bassline ostimate 259 -
® Preglinical time
&0 montha 270 4.2

a Eatlmates were adjustad tar inflatlan using the GNF implicit price
deflator,

b Gast of capital is 8 percent.

¢ Castal eapital (3 9 péroant.

KEY; MDA = naw drug application,

SOURCE: Office of Technalagy Assessmant, 1393, pasad on data
provided in J.A.Cikasi, A.W, Hansen, H.G. Grabowski, et
al,, “The Gost of Innovation in tha Pharmaceutical Indus-
try." Journa! of Heaith Feonomica 10:107-142, 19391; R.
H , "The Fh tical Developrient Process: Esti-
mates of Davelopmant Costs and Yimes and the Etect of
Proposed Regulatory Changes,” /ssussin Pharmaceutical
Ecanarmics, RLA, Chien (cd.) (Lexingten, MA: D.C. Heath
and Cao,, 1978},

period was 5 years, the cost estimates would
increase modestly (see table 3-5).

The combined impact on total capilalized costs
of potential changes in the NDA review times in
the Hansen study and a longer preclinical period
is shown w table 3-5. The cstimated capitalized
costs increase modestly—by about 4 to 6 percent
in beth studies-as a result of these potential
errors in timing.

22 Hanset estimaied a pmean & 3-year lag between D and ND A, submission and a 2-year period from NDA submission to approvil.
Therefore, the Hansen study period for NCEs first entering human trials in 1963-75 would comrespond roughly to NCE$ reaching approval

between 1969 and 1983.

23 Allbough the preclinical pericd 0, drugs that were ultimately oot apptoved may have beea different from the pedod for drugs that were,

OTA is unaware of any polential systematic differences that would suggest a bias in the estimate.
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Success Rates~=The cstimated probability of
reaching each clinical phase was based on survey
responses. These data are both available and
likely to have been reported accurately by survey
respondents.  Both studies predicted final ap-
proval rates not from the swdy sample, but from
a targe sample of NCEs in the C3DD dutabase.
DiMasi estimated the ultimate approval rate—23
percent—for the population of survey fim NCEs
in the CSDD database that mert the survey
inclusion criteria, Hansen's estimated apprc ol
rate—12.5 percent—was based on all NCEs in
the CSDD database covering the years of his
study .24

Recently published data from the CSDD data-
base suggest that Hansen's predicted success rate
for his cohort of NCEs may have been slightly
low. After 17 years of experience, approximately
14 percent of self-originated U.5. NCEs first
investigated in humans between 1964 and 1973
had been approved, and further approvals were
obtained later (107). A 14 percent success rate
(rather than a 12,5 percent rate) would reduce
Hansen’s estimated capitalized cost per success-
ful NCE by 11 percent, from $108 million to
$96.2 million in 1990 dollars.

It is too early to tell whether DiMasi’s pre-
dicted overall success rate will be borne out by
history. The effect of the 1.5 percentage point
difference in success rate on the estimated cost of
Hansen’s NCE sample reflects the importance of
small errors either way in success rates on the
ultimate cost of R&D,

1 Corroborating Evidence

The estimates of R&D cash outlays and capital-
ized costs in the project-level studies are impre-
cise and potentially biased, but the magnitude and
net direction of these errors cannot be predicted.
Therefore, OTA looked for estimates of R&D
costs from independent data sources to provide

additional confiderce about the accuracy of the
estimates from the project-tevel studies.

Occasionally anecdotal data come to light on
the eash outlays required for the development of
specitic NCEs. For example, in depositions filed
for a patent infringement lawsuit, Genentech
claimed it had spent 545 million to develop
Protropin™, its human growth hormone product.
(494) and Eli Lilly certified that it had spent 516
million between 1980 and 1987 on its effort to
develop its version of the drug (495). In another
example, a 1980 report of the development cost of
an oral systemic drug for chronic use estimated
$21 million in eutlays in the clinical period (226).
Unforrunately, anecdotal estimates of this kind do
not help verify industrywide costs, because they
are self-selected and do not reflect the cost of
failures or basic research.

OTA attempted to corroborate the estimales of
R&D costs with two approaches. First, the
industry-level studies reviewed in the previous
section produced independent estimates of R&D
cash outlays per success. The consistency of these
studies’ findings on cash outlays with those of the
project-level studies is examined below, Second,
data on trends in impartant components of R&D
costs are examined to determine whether they are
consistent with the rapid rise in real cash outlays
implied by the two project-level studies of R&D
COSts.

INDUSTRY-LEVEL STUDIES

The industry-level studies help to verfy the
reasonableness of total cash outlays required to
produce an NCE. These studies begin with
aggregate R&D spending reported to PMA by its
member companies (320). Because Wiggins’
estimate of cash outlays per successful NCE is
completely independent of data obtained in the
project-level study, Wiggins is @ good corrobora-
tive source.”

24 Both studies used Kaplan-Meier sorvival curve analysis (2 19.225) 1O estimate the ultimate suecess rate in the NCE gobort wader study.
25 Gratowski apd Vernon's estimate of R&D cagh cosm is Jews uschul for corroborative purposes than Wiggins' estimate because the
estimiced cash outlays are built from an assumed relationship between NCE apptavals in | year und R&D expenditures in previous years.
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Wiggins estimated cash outlays per successfil
NCE at $75 million (in 1990 dollars) compared
with Hansen's estimate of $65.5 million (in 1990
dollars}. Because Wiggins was estimating the
cost of developing all NCEs, not just sclf-
originated NCEs, his cost estimate should be
conservative. The population of NCEs entering
testing was somewhat more recent than Hansen's,
however, and Hansen's cost estimates are hased
more heavily on drugs entering human testing in
the earlier years of his sample. Gverall, then,
Wiggins® study suggests Hansen's cstimated cash
outlays are not out of line with the true costs and
may even be slightly underestimated.

However, before one can conclude that
Hansen's estimate of cash outlays is too low, it 18
necessary to assess the validity of the aggregate
R&D data reported to and compiled by PMA and
used by Wiggins in his analysis, Are these
company-generated estimates accurate? PMA
does not audit its member companies’ reported
R&D expenditures, but comparison of PMA data
with publicly available financial statemnents sug-
gests that R&D spending reported to PMA has
increased at rates very similar to those recorded in
companies’ financial statements. (See chapter 2.)
Although OTA cannot rule out the possibility that
PMA-member finns systematically overestimate
human pharmaceutical research by the same
percent each year, this congruence in rates of
change with audited financial records suggests
the PMA aggregate R&D data are reasonably
sound estimates of total R&D spending.

The total R&D spending reported to PMA
includes spending not only on new drug products
but also on modifications and extensions of
existing products, PMA publishes the firms’
reported percent of R&D devoted to new products
in most years. Between 1973 and 1987 this
reported percentage varied in the range of 79 10
82. Wiggins used 80 percent as an estimate of the

proportion of totzl PMA spending devoted to
NCE R&D. The accuracy of the reported expendi-
tures cannot be verified. How companies define
“new products’ is unclear; if they include
follow-on preducts such as new formulations. the
estimate could be inflated for the purpose of
estimating NCE expenditures. If it is too high,
then the cash outlays estimated by Wigginy would
be slightly high”

Although there are no industry-level studies
available o correborate DiMasi’s project-level
analysis, DiMasi conducted hig own check on his
estimates using aggregate PMA data. He allo-
cated a portion of US. fns’ aguregate NCE
R&D costs in each year of the period 1967 to 1937
to the production of NCEs in subsequent years,
Usiny this approach he estimated the cash outlays
per successful new drug at 5155 million (in 1990
dollars) compared with the survey-based meathod
of $127.2 million. This allocation technique
assumed that the production of self-originated
suceessful NCEs would continue into future years
at an average rate of 7.9 per ycar, despite the fact
that real R&D spending rose rapidly over the
period. The validity of this assumption is fenuous.

OTA did a quasi-independent check of the
rosults of the DiMasi study using data on aggre-
gatc R&D spending by the U5 pharmaceutical
industry and the tota! number of self-originated
NCEs introduced by pharmaceutical companics.
OTA used DiMasi’s estimates (109) of aggregate
R&D spending on self-originated NCEs by the
U.&.-based industry between 1967 and 1987,
which were obtained from PMA. The total cash
R&D o.. ays estimated in the DiMasi study
(5127 miliion in 1990 dollars) were attributed to
each self-originaled NCE approved between 1979
and 1989, spread out over the time prolile
estimated in DiMasi's study. Total self-originated
R&D expenditures for the U5, pharmaccutical
industry in 19777 calculated in this way were just

* Egllowup R&D condusted on gxisting products that have already been approved for murketing represencs a real R&D cost that is not
inchuded in any of the empirical studies but which affect the company's net retumns. This issue will be discussed in the next chapter on measuring

rellms.

i7 The year 1977 was the only one in which all self-originated NCE rescarch wauld he far NCEs approved in the 1979-89 period.
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5 percent less than PMA’s aggregate spending
estimates for that year. This result would suggest
the costs, time profiles, and raties of self-
originated to total R&D found in the DiMasi
project-level study are at least internally consist-
ent with one another,

UNDERLYING COMPONENTS OF
OUT-OF-POCKET COSTS

The Hansen/DiMasi studics imply that real
cash outlays per successful NCE almost doubled
in the 7-year period sepa- *ing the midpoints of
their study years, from $0..5 million to §127.2
million (in 1990 dollars), The increase would
have been even greater had the ultimate success
rate not improved markedly, The two surveys
cover NCEs first entering human testing in
1963-75 and 1970-82. s there any evidence to
support such a rapid increase in the real costs of
conducting research between the two periods?
OTA, examined data on three inputs to pharma-
coutical R&D--research personnel, animal re-
search subjects, and human research subjects—to
Jearn more about the factors driving the increase
in costs per successful NCE.

Research Personnel-The number of R&D
personnel that PMA member firms employ re-
mained fairly stable throughout the 1970s but
bepan to grow rapidly in 1980 (figure 3-H. Most
of this growth was in scientific and professional
personnel, which numbered about 12,000 in 1977,
but increased to almost 79,000 hy 1989, Greater
detail is unavailable 011 the kinds of jobs these
new employees performed.

As the R&D workforce grew, 5o grew the
salaries of biomedical research persennel em-
ployed by industry (figure 3-2}); however, after
adjusting for general inflation, salaries actually
decreased a bit. From 1973 to 1979, the median
annual salary of biological scientists employed by
business and industry decreased from 559,961 to
$52,545 (in 1990 dollars), and from 1981 to 1989
it rebounded from a low of $49,176 to $56,600.

Figure 3-1—Research and Development Personnel
in Pharmaceutical Gompanies, 1870-89

Number of R&D persannel (thousands)

1970 T2 T4 T6 TR BO 82

159 scientists and || Technical Bl Support staff
profassionals staff

SOURCE: Office of Technology Assessment, 1993, based on Pha friuceu-
tleal Manufacturers Asssclatlon Annual Survey Rapors.

If labor costs hoosted the cost of bringing new
drugs to market, it was largely due to the
increased labor input per NCE, not wages.” How
much of the increase in employment in the 1980s
reflects increased labor inputs per successful
NCE, versus adjustments for a larger field of
NCEs entering ¢ach phase of clinical testing, or s
greater commitment to basic research, is un-
known, The most that can be said is that the trends
in research personnel are not inconsistent with a
substantial increase in R&D cash outlays per
NCE for those NCEs frost entering clinical
research in the late 1970s and early 1980s.

Animal Research—Although data indicate the
number of some types of animals used in pharma-
ceutical R&D may have decreased over the last
decade, other evidence is consistent with in-
creascs in the per unit costs of animal testing.

One drug company, Hoffman-La Roche, re-
parted that the number of animals it used fell from
1 million in 1979 to just under 250,000 in 1988
(204). Data collected by the U.S. Department of
Agriculture (USDA) also shows a significant

28 Inflation adjUSTNENLS were made using the GNP implicit price deflator.
29 e salary data do DV! reflect g cosiz of employee benefits, however, which may bave ingrensed in real terms over the period,
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Figure 3-2.=Median Annual Salary of
Doctoral Biological Scientists’
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SOURGCE: Natlonal Sclence Foundation, Surveys af Seiance Re-
source Serles, fesearch and Develapmeant in indusly:
1987, Detailea Stattstical Tahlea, NSF 83-323 (Washing-
ton, DC: U.5. Gavernmant Printing Offica, 1983}, Natianal
Seignes Foundation, Surveys of Sclence Reseurce Serles,
Research and Povelopment in Industry, 1988, Detalled
Statistical Tables, NSF 90-219 (Washington, DC: U.S,
Government Printing Offlca, 1950).

dechine in absolute and relative use of animals for
gxperimentation between 1975 and 1988 in States
with a disproportionate number of industrial
pharmaceutical R&D laboratories (439,460). How-
ever, these data are not definitive, since many
pharmaceutical firms contract with other facilities
to conduct their animal tests in other States. In
addition, the USDA numbers do not include
rodents, which make up the bulk of all animals
employed in drug R&D, especially in the early
efficacy and safety testing of potential drug
candidates that companies ultimately abanden
{133).

Beyond these few facts, several forces have
been at work over the last 10 years to both
increase and decrease the use of animals in
pharmaceutical research. Because early testing
involves the greatest number of animals, it also
has the greatast potential for reduction. Hoffman-

La Roche said most of its reduction in the use of
amimals came from these early phases of the R&D
process. Also, improvements in in-vitro testng
and other innovations like computer modeling
{described in chapter 5) may decrease some of the
demand for rodents {133),

On the other hand, an carlier OTA reporl
concluded that aliernatives to many types of
animal testing are limited (447). Also, pharma-
ceutical executives interviewed by OTA sug-
gested any efficiencies brought about by such
innovations in the R&D progess are counterbal-
anced by the increased number of compounds to
be tested for pharmaceutical activity. In addition,
the number of animals used in later safcty testing
is largely governed by regulatory standards.”

Any possible decline in the number of animals
used in drug R&D in the past decade was met by
significant increases in the cost of acquinng
animals and conducting tests in animals. An OTA
contractor surveyed 3 major commercial breeders
of animals used in drug R&D and |1 laboratories
that perform such research for pharmaceutical
fins. Tablc 3-6 shows trends in the costs of

Table 3-6-—=Trends in the Cost of Acquiring
Research Animals (5 1990)

Cost par animal

Fold
Species 1977 1980 1987 1980 increase
Rats. . ........ — £.29 — B.45 1,6
Mice, .....-... -_ n.4a2 -_— 135 15
Guinea pigs. . . . =— — - 25,30 _
Rabbits. . . . . . . - B o 3318 —_— 4.2
Dogs. .. ....... 195 — — 300-500 1.5-2.6
Monkays, . . 391 — e 1,000 2.6

NOTE: All erasts were adjusted using the GNP implicit prica deflator,
Faciiltiea surveyad ware Charlas River, Taconic Farms, and
Hazleton. These facilitiss facus on braading enly, Although
Hazalton conducts testing, it ia carmad sut in a separate
divislen.

SOURCE: GHflce of Tethnology Assassment, 1982, based on W.G.
Flammand M. Farraw, “Recant Trends In the Yas and Cost
of Animals in the Phasmaceutleal Industry,” eantract repori
praparad for the Offica of Technology Assessmant, April
1591.

10 Scu table 6-1 in chapter & for estimates of 1he nismber of animals typically used in each carcgory of pharmacewticul safety testing.
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Table 3-7—Prica of Animal Studies’($ 1990 thousands)’

Number of Labs

Estimatad price Price range Fold previding
Study in 19831 In 1980 ingrease information
Acuterats. ... .. e $0.8 $4-5 5-6.25 B
28-day toxicity inrats, . ........ 15 30.65 2 4.3 6
Subchronicrats, . ... .- 33 55-143 14 -38 ]
Z-year rat bloassay. ........... 384 250-576 J- 15 5
Teratology rata. ... ... .coovvens 23 52.70 23 30 3
Acuta monkey. .. ............. 14 39-62 2.4 4.4 [
Subzchronic mankey. .. ...... ... T4 108.184 1.5 25 [
ACUte €O v v ra i 23 22-51 9.6 -224 7
Subchronic dag, ... ..ovvren- 4€ 72147 1.6 3.2 7

2 Each |abaratery survayed was glven an identieal protocol on which the price it based, The "coat” includes protit ae
wall 35 atl giract and indirect cests, Laborataries survaygd werdHaslaton, Biorasearch, UT, 751 Mason, Biaidynamics.

Pharmakaon. PRI, and IRDG.

b ajl prigos Were idjusted i 1330 dellars using GNP impligit price deflater.

SOURCE: Office of Teshnalogy Assessmant, 1993, based on W.G.Famm and M. Farraw, "Recent Trands in tha Use
and Seat of Animals in the Pharmaceutical Industry,” contract report prapared for the Office al Technolagy

Assessment, DG, April 1991,

commonly used species.” The data indicate a
significant upward trend in the real cost of
acquiring all species of animals examined. with
especially large increases in the costs of non-
rodents.

OTA’s contractor also surveyed eight facilities
that conduct toxicological animals studies about
the increases in their fees for tests involving
various species. The results (shown in table 3-7)
suggest the total costs of testing, which implicitly
includes the cost of the animals’ breeding, has
also risen significantly over the last 10 years.

Another indicator of the potential increase in
animal costs 1v PMA member fins’ spending for
safety and toxicological wests, R&D} functions that
use apimals heavily. Berween 1980 and 1989,
spending for these functions went from 5102
million 10 $565 million in 1989 dollars. Spending
for safety testing increased from 7 to 10 percent
of all R&D spending on human pharmaceuticals
over the same 1980-89 period (321,324), How-
cver, these measures are imperfect, since not all
animal testing is for safety and toxicology and not
al} safety and toxicology testing involves ani-
mals. The increase could reflect the increase in the

number of NMEs tested for safety and toxicologi-
cal effects during the 1980s.

Among the suggested reasons for amimal cost
increases in the OTA survey of animal research
facilities are; 1) increased demands that animals
be healthy and virus-free, largely eliminating the
use of pound animals and explaining the particu-
larly large increase in costs of some studies
involving dogs; 2) stricter regulation of animals’
living conditions under the Animal Welfare Act
(most recently amended by Public Law 99-198),
other government guidelines, and professional
standards sct by the American Association for
Accreditation of Laboratory Animal Care; and 3)
increased security for facilitics housing animal
research (133).

Research on Human Subjects—Pharmaceuti-
cal exccutives claim that the size of ‘human
clinical trials has increased dramatically over
time. A rapid increase in trial sizes is consistent
with an increase in the estimated cost of phase III
clinical trjals from $5.7 million (in 1990 dollars)
for each new chemical entity (NCE) entering the
phase in Hansen’s study to $14.3 million (in 1990
dollars) in DiMasi’s study. Part of the explanation

3 Because each surveyed laboratory specializes in parocular species, coft daty for cach 1ype of animal are drawi from only one labartary

{oxeept for dogs, which are represented by data from two breeders).
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for such a large increase may be a change in the
mix of drugs being tested from those for acute
illness to those for chronic illness. Drugs for
chronic use often require larger trial sizes.

Even within specific categories of drugs. how-
over, the size of trials appears to have increased,
OTA surveved pharmaceutical companies for the
size of clinical trials conducted prior to FDA
approval for NCEs in three classes: anthy-
periensives, antimicrobials, and nonsteroidal anti-
inflammatory drugs (NSAIDs). (See chapter 6 for
a more detailed discussion of the urvey and its
findings.) Drugs in each class approved for
marketing between 1978 and 1983 were com-
pared with those approved between 1986 and
1990, % Table 3-8 shows the total number of
subjects entercd in trials up to the point of NDA
submission. The average number of subjects
increased between the two periods, with the
largest increase oceurring in research conducted
outside the United States.

Although the drugs examined in the clinical
trial survey do not correspond very well o the
Hanscr/DiMasi research periods (only the later
years of the Hansen study correspond to the
approved drugs in the 1978-83 period), they do

Table 3-8-Mean Enrollmant in Clinical Trials Prior
to Mew Drug Application, 1978-83 and 1986-80
(number of drugs in parenthesas)

Ratia of
pariod 2 to
1978-83 1986-90 period 1
Antihypertension drugs, . - 1,791 (8) 2,485 (8) 1,39

U.5 atudles. . ... ..... 1126 (8) 1,355 (9} 118
Foreign xtudles. . . ... 665 (8) 1,150 (9) 1.73

Antimicroblal, . .. .. .. 1,886 (15) 3,461 {12) 1.84
U.5. studies. ... ... .. A,248 (15) 2,049 (11) 1.64
Foreign studies. . ..... 637 (15) 1,412 (11) 222

Nansteroldal entiflammatery

drugs, . .- - 1,036 (4) 3,575 (4) 1.18
WS, studies. . .. ... ... 1,608 (4) 2,745 (4) 1,62
Faralgn studies. . . . _ .. 1,338 (4) B30 (4) 0.62

S0OURCE: Office of Technology Asaaasmant, 1983,

show convineingly that the number of subjects in
clinical trials increased in the penied between the
later years of the Hansen study and the later years
of the DiMasi study,

The rapid increase in the number of forengn
subjects suggests that the rising cost of preap-
sroval rescarch may be explained in part by the
globalization of research strategics over time. [f
LS. firms began to prepare self-originated NCEs
for entry into forcign markets carlier, and if
foreign governments increascd their requirements
for premarket approval over time. as they did
during the 1970s, the estimated cost of develop-
ing NCEs in the IND-NDA period would increase
even though part of the cost increasc was for
approval in other markets.

I Conclusions About Validity of
Existing Estimates

Although the cost estimates of bringing an
NCE to market are imprecise and potentially
biased, corroborative evidence from the aggre-
gate studics suggests they are not grossly overasti-
mated. The Hansen/DiMasi studies suggest: 1)
the cost of developing NCEs rose rapidly in the
19705 and 1980s, and 2) increases in the numbers
of employed research personnel, the size of
clinical trials and the cost of animals are poten-
tially important causes of this rise.

Some of the observed cost increase maybe due
to the restructuring of R&D into an integrated
global process in the 1970s and carly 19805,
U.5.-based firms became more aggressive in
conducting the development required for ap-
proval of NCEs in other countrics, thus compress-
ing R&D -xpenditures into the pre-NDA ap-
proval phase. WNeverthcless, these R&D costs,
which may have been undercounted in the earlier
studies because they occurred after the FDA
approval date, are justifiable R&D outlays. Al-
though the actual cash outlays required to bring a
new drug to all of its potential markets may not
have increased as rapidly as the studies suggest,

32 Hangen's study years @¢* first entering sting between 196 2nd 1975) comesponds roughly with inzeductions berween 1970 and
1881, DiMasi and rolleagues’ sudy years (1970-82) corresponds roughly with intenductions berween 1978 and 1990
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the recent estimates of DiMasi and collzagues of
the pre-FDA approval cash outlays are reasonably
aceurate,

¢an more or different kinds of studies improve
on the existing estmates? More careful analysis
of project cost accounts and adjustment of esti-
mates for different cost allocation rules waould
sive & more consistent estimate across firms, but
it is unlikely the resulting estimates of cash
outiays would be very diffeient, and probably not
lower,

Gairing access to prop: -lary company man-
agement cost accounts in a large enough number
of companies would be very costly and would
take many vears. Although Congress has the
power to subpoena financial data, pharmaceutical
companies have demonstrated a willingness to
actively resist providing access [0 this proprictary
duta. Past efforts of the U 8. General Atcounting
Office to obtain data on pharmaceutical costs
were ultimately unsuccessful after many years of
affort that ultimately involved decisions in the
U.S. Supreme Court. (See appendix D for a
history of the court cases and a legal analysis of
congressional access to pharmaceutieal compa-
nies’ financial data.)

Tosummarize, the estimates by DiMasi and
colleagues of the cash outlays requircd to bring a
acw drug to market and the time profile of those
costs provide a reasonably accurate picture of the
mean R&D cash outlays for NCEs first tested in
humans between 1970 and 1982, The rapid
increase in inflation-adjusted R&D cash outlays
over the relatively short observed time span
separating Hansen’s and DiMasi's studies illus-
trates how quickly such costs can change and how
sensitive such costs are to changes in R&D
success rates over time,

OTHER FACTORS AFFECTING VALIDITY

1 The Cost of Capital

Capitalizing costs to their present value in the
year of market approval more than doubles the
cost of R&D as estimated by DiMasi and col-
leagues, from 5127 million (in 1990 dollars) for

cash R&D outlays per successful drug to 3259
million {at a § percent interest rate). While the
practice of capitalizing costs © their present value
in the year of market approval is 2 valid approach
10 measuring R&D costs, little 1s known about the
appropriate cost of capital for R&D projecs.

A completely accurate measurement of capital-
ized cost would require the analyst Lo Know, for
each dollar spent on the particular sample of
NCEs studied by DiMasi, the cost of capite! that
pertained to that investment at the time it v
made, Even though these are rctrospectis. .dd-
ies, the cost of capital that should be assigned is
the cost the investors actually faced at the time
they made their investments.

The cost of capital varies widely across types
of research projects and with successive imvest-
ments as the project progresses toward the mar-
ket, {See appendix C for an explanation.) It also
changes from day to day as the risk-free interest
rate changes. But detailed data on the actual
riskiness of particular projects invested at specific
titnes simply do not exist. Consequently, the fully
capitatized cost of R&D assaciated with the
NCEs entering testing in DiMasi’s study can be
ouly crudely approximated.

All of the R&D cost studies reviewed in this
chapter assumed the cost of capital for R&D
investments was constant across all projects and
aver the entire period during which the RE&D
spending on the sampled NCEs was taking place.
Myers and Shyam-Sunder estimated for OTA the
inflation-adjusted weighted average cost of capi-
ta} for 1 sample of pharmaceutical firms at three
points in time, January 1, 1980, January 1, 1983,
and January 1, 1990, at 9.9, 10.7 and 10.2 pereeit
respectively (285). For pharmaceutical compa-
nies as a whole, then, a reasonably rough approx-
imation for the cost of capital over the period of
DiMasi's study would be § to 10 percent. (The
higher the cast of capital, the higher would be the
estimated R&D cost, so DiMasi’s choice of 9
percent is conservative in that regard.)

Pharmaceutical firms can be thought of as
collections of investments, some with high risk
and some with low risk. R&D investments are
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riskier tham other investments pharmaceutical
companies make, but for reasons that are different
from conventional ideas about risk (see appendix
C for explanation). The earlier in the R&D
process the investment is (2.8, at the preclinical
phase of research). the higher its cost of capital is
likely to be, How much riskier R&D invesiments
are than the other investments of the firm cannot
be precisely estimated with existing data, how-
ever. The best that can be done to get a quantita-
tive estimate of the cost of capital for pharmaceu-
tical R&D projects is to examine the cost of
capital for firms investing largely in R&D and
having relatively little investment in ongoing
aperations,

Myers and $hyam-Sunder estimated the real
cost of capital for seven small pharmaceutical
fins, three of which were biotechnology fins, at
14 percent, 4 percentage points higher than the
cost of capital for 13 large pharmaceutical compa-
nics. In an unrelated study, Stewart {409) esti-
mated the cost of capital for business risk for
1,000 publicly traded companies in the United
States and Canada. Companies whose main
business was providing R&D services {R&D
laboratories) had a cost of capital for business risk
approximately 4.5 percentage points higher than
the cost of capital for business risk for the drug
companies in Myers and Shyam-Sunder's sam-
ple. Shyam-Sunder’s recent update of the Myers
and Shyam-Sunder paper found a 2.6 percent
difference in the net cost of capital between 30
biotechnology firms and 19 large pharmaceutical
firms (390)." The results of these studies suggest
that a 4 percent differential in the cost of capital
from the beginning to the end of the research
process is a reasonable upper bound for the
capitalized costs of early R&D.

The weighted average cost of capital for
pharmaceutical firms with ongoing Operations
(after adijusting for inflation expectations) was
roughly 9 to 10 percent over the past 13 years
Investments in manufacturing capacity should
therefore be below that value, while R&D invest-
ments should be above it. A reasonable upper
bound on the true cost of capital for carly
pharmaceutical R&D can he constructed by
assuming investments in a manufacturing plant
have a 10 percent cost of capital (a high estimate)
Applying the 4 percent spread (a relatively hir™
estimate) to the 10 percent cost of capiial. the re..
cost of capital for early R&D would be no greater
than 14 percent,

OTA recalculated DiMasi’s study with a cost
of capital that decreases linsarly over the life of
R&D projects from 14 to 10 percent. The
resulting capitalized cost in DiMasi’s study
increases from $259 million to 5359 milkion {in
1990 dollars). Thus, an upper bound on the full
cost of bringing NCEs to market in the 19701 is
roughly $359 million. These calculations high-
light the sensitivity of the estimate of fully
capitalized R&D costs to assumptions about the
cost of capital for R&D.

TAX SAVINGS FROM R&D

A company’s effective cost of bringing a new
drug to market is substantially reduced by tax
savings the company (or its investors) receives
when it invests in R&D. The net cost of every
dollar spent on research must be reduced by the
amount of tax avoided by that expenditure. These
tax savinzs from R&D come about both from
deductions and from tax credits that reduce 2
company’s tax liability when it spends money on
R&D."

33 A 1985 survey of approximately 145 biotechnalogy fimms engaged in therapoutic health markets reparted R&D expenses aceounted fOr

&7 percent of product sales (64).

34 Companics gdmbrcahﬁfmmanumber of pruvismn.su;meFedcralm,xcoduum:Eecuv:lyreducnhewuum of taxgs they owe On

earmed income. (See chapter § for details.) Some of these ax savings ar¢ not influgneed by the amount of money the company invests in R&D.
For example, companies that manufacture preducts in Pustio Rica and ather U5, possessions can lake advantage of 2 tax eredit on income

from those operutions (see chapter 8). The amount of the possessia
company performms. Thus. the effect of 1xes on the cost of R&D must be

s tax eredit that can be claimed is unaffected by how much R&D the
computed as if the possessiony tax credit did not exist. Only those

Lt svings that come about from conduet of R&D should be ineluded in the analysis,
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Table 3-9--U.5, Corporate Marginal Tax Rates, 1971-91

Taxable Income (§) _ 1971-74 197578 1879-81 1982 1933 1984-86 1887 1938-91
025000 . ....... .22 20 17 16 15 15 150 16
25,000 -50,000 ... 48 2 20 19 13 1w 165 16
50,000 -75,000 ... . .. a8 a8 W 0 10 M5 25
75,000-100,000 . . ... 4 8« w40 40 3O W
100,00-335,000 ... ... 48 48 48 46 46 46 425 3
335.000-1,000.000....48 48 48 46 46 45 400 3d
1000 000-1,405,000, . 48 48 48 46 46 5t 425 34
1,405,000+ .. ... ... a8 48 48 46 4 41 A0

3 1087 tax ratas ware based en avarage rates paidin 1985 and 1986, Figures shown aretha average of ratws pald by

all lirma in 1887,
SOURGE: U.5. House & Rapresantatives, U.5. Co..gress,

“The Overview of tha Fadaral Tax Systam,” 102d Congrass

(Washingtan, DC: U.5. Gevarnment Printing ©Otce, April 16, 1331).

Under section 174 of the Federal tax code,
qualifying R&D expenses are deductible from
taxable income. This tax deduction reduces the
cost of qualifying R&D by the amount of the
company tmarginal tax rate.” Table 3-9 presents
the 1.8, corporate marginal tax rates for the years
1971 to 1991. Because of the size and sales of
most major pharmaceutical firms, the bulk of their
taxable income would fall inta the highest tax
bracket."Hence, in the simplest analysis, the cost
of R&D spending should be reduced by the top
tax rate.” Between 1971 and 1991, this marginal
tax rate foll from 48 to 34 percent, thus effectively
raising the cost of R&D. (It also raised the
after-tax revenues from products resulting from
the R&D, so the impaortance of taxes is not nearly

as great when measuring net R&D returns, rather
than R&D costs in isolation.)

In the R&D period covered by DiMasi (1970-
87), the rate declined from 48 to 46 percent. With
a 46-percent tax rate, the after-tax cost of 51 .00 of
R&D undertaken at the time of DiMasi's study
would be: $1.00-50.46 = §0.54." Today, the nct
cost of a dollar of R&D undertaken by an
established company with positive net incoms
would be $0.66."

During the 1980s two tax credits were put into
effect that reduce the cost of pharmaceutical
R&ED. In 193], Federal tax law was amended to
include 4 tax credit for any firm when it in¢reases
“qualifying” R&D expenscs. This credit carried
a statutory credit rate of 25 percent of qualifying

18 1fa firm candicts RED w eiber couguries that atlow R&D to be deducted from taxable income but have taX rates that differ from those
in the United States, the company may realize a different net rate of reduction in the cost of isRED.
16 Sige the firms grydied by Hamsen atid DiMasi made up 40 percent of domestic R&D, they were probubly composed Largely of well

established phasmaceuticat frms.

37 Unlike other R&D expenyes that ArE dedusted i1 the year they are miade, capitd cxpendiveres for R&D, such as new R&D squipment of
facilities, ars depreciated from taxable incame over several years, The shorier the period of depreciation the greuter will be the effect of tux
savings on the cost of R&D, Prior 10 1981, Federal law requited firms to deduct R&D capital expendirures in equal amounts ever the useful
life of the equipment or building, which cowld be 10 years or more, Beginning tn 1981, firms could fully depreciate R&T cpital expendimres
within 3 vears, although in 1986 Congress raised the period 10 § years. Not mueh is known about the depreciation schedules used to estimate
R&D costs in the Hangan and DiMasi studies. Depreciation schedules on tax retums maybe different from those for financiad statements, and
without more detailed information it is impossible to know whether the net tax Javings for RED capital expenditurcs are higher or fuwer than
the starutary margingl rate. OTA assumed for the analyses There that R&D eapital expendirures are taxed at the margmal tax rate,

1 Ascaplainedin chiapter B, not all RED $ApeOsel micet the definition of *qualifying " 1id oul in settion 174 of the tax code. This definition
becomes important for calcularing the orphan and R&D tax eredits discussed below, However, it is not important here for caleulating the
dedugtion, because R&ED expenses not deductible under seetion 174 are nonetheless deductible as other business expenscs.

3 Small startup biotechnology f. may have little or ne taxable income, bub tax losses ca e carried forward into future years. Still some
firms may never become profitable, and the value of future wix benefits s fegs than those that can be used immediately. Therefore, the net cost
of research to such small firms may be higher than for established pharmaceutizal fins.
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expenses until 1986, when the rate was reduced to
20 percent. The credit pertains only to increases
in R&D, not to actual expenditure levels, so the
extent to which it actually reduces the cost of
R&D would depend on research spending trends
in firms themselves. Because pharmaccutical
R&D grew rapidly in the 1980s. the pharmacauti-
cal industry may have benefited more than other
industries from the R&D tax credit.

The Orphan Drug Act of 1983 (Public Law
97-414) provided a 50-percent tax credit for
qualifying clinical R&D on investigational dru_’
that have been granted orphan status by the FDA.
The credit is available only for “qualifying”
clinical research, not for animal or laboratory
cesearch and not for supervisory or other Kinds of
R&D expenditures typically disallowed by the
Internal Revenue Service. Also, when the eredit 5
applicd, the expenses cannot be deducted, so the
aet cost of a dollar of qualifying research under
this credit is effectively $0.50. Companies with-
out current taxable income cannot save the credit
for use in future years, however, so startup
rasearch-based firms may not have acoess to this
credit.

Because these credits are of recent vintage and
would not apply to the vast part of the research
undertaken in the time periods studied by Hansen
and DiMasi, they would not affect the net costs of
that research, Chapter 8 contains estimate. of the
extent to which these credits have been claimed in
recent years.

To illustrate how important tax savings are to
net R&D costs, OTA recaleulated the R&D cost
per new chemical entity from DiMasi's estimates
(table 3-10). The sample of NCEs that DiMasi
studied underwent the great bulk of discovery and
development at a time when the marginal tax rate
was 46 to 48 percent. Adjusting for tax savings
(using a 46-percent rate} without any other
changes reduces the net cash outlays per NCE
from 5$127.2 million to $65.5 million, and it
reduces the total costs capitalized to the point of
market introduction from 5259 million to $140
miltion. When the cost of capital was permitted to
decrease linearly from 14 to 10 percent over the

Table 3-10-After-Tax R&D Costs Estimated by
DiMasi Under Different Assumptions About the
Cost of Capital” ($ 1990 millions)

Refore-tax After-tax savings
Cost of capital (%) savings (46%)
Ty $258,650 §139,671
10 279,12 151,045
Variahle (10 - 14) 359,313 194,029

a Allassumptions. given in 1390 dollars, were adjusted for inflation
using GNP implicit price defiatar.

sOURGE: Office of Techonlogy Asapasmant, 1983, estimates adapted
from J.A Dikdasi, A.W. Hansen, H.G, Grabowsk, Bt ak,
"The Cost of Innevation in the Pharmaceutical Industry,”
Jaurnal of Hasith Eeanomics 10:107-142, 1591,

life of the R&D projects, the net after-tax cost was
5194 million. This estimate is an upper bound on
the cost of bringing new drugs (o market for
products that frost entered human testing in the
1970s,

Lower tax rates in the 1980s would raise the net
costs of rescarch, all other things being equal, to
as much as $237 million in after-tax dollars. bt
because R&D outlays per successful drug are
extremely sensitive 1o changes in technical and
regulatory conditions, it is impossible to predict
the cost of R&D for projects beginning today. The
rising number of biotechnology-based drugs under
investigation in recent years (see below) may
radically alter the time and expendirure profile in
ways that can not be predicted from the DiMasi
sudy.

RECENT TRENDS IN THE COST OF R&D

The studies of R&D costs ,uviewed in this
chapter examined NCEs that entered testing in the
19605 and 1970s. There are few data sources,
outside of aggregate R&D expenditures, o estab-
lish trends for drugs that entered clinical research
in the 1980s. As the previous chapter described,
R&D spending climbed dramatically in real terms
throughout the 15805, but the ultimate impact of
these spending increases on the cost of develop-
ing NCEs will depend on the productivity of the
research in bringing promising NCEs into clinical
testing and uitimately to market.

OTA compared recent data (from the 1980s) on
the outputs of pharmaceutical research, the length
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of the development period and success rates for
NCEs with data from the 1970s. overall. the data
suggest the output of preclinical research-the
submission of investigational new drug applica-
tions for new molecular entities—has increased in
the 1980s. Moreogver, the rate of success in
reaching the NDA stage or market approval has
improved for NCEs introduced in the 1980s,
However, the higher success rates for NCEs may
be partly driven by an incr=ase in the proportion
of INDs for licensed-in drugs.

I Trends in Commercia: INDs for NCEs

Data published by the FDA Center for Drug
Evaluation and Research show the total number
of commercial [NDs handled by the Center
increased from an average of 233 per year
batween 1973 and 1980 to 334 per year between
1981 and 1990.*(See chapter 6 for more detail.)
Because the same NCE, may have multiple INDs,
and new uses or formulations of existing drugs
also require INDs, the total number of INDs is not
a perfect indicator of increases in the number of
NCEs entering clinical development. Data from
CsDD'S NCE survey of over 40 companies
indicate the number of INDs for NCEs increased
from 210 per year in 1975-78 to 299 per year in
1983-86 (107)." Although INDs for U.5. self-
originated NCEs grew by 25 percent between the
periods, the percent of all NCE INDs that was for
self-originatsd drugs declined from 60 to 53
percent between the two periods. Licensed-in
drugs and INDs submitted by foreign firms grew
as a proportion of total NCE INDs submitted to
the FDDA.

Not only did the number of INDs increase
rapidly throughout the 19803, but the makeup of
the drugs shifted from chemically synthesized
compounds to biotechnology drugs (see figure
3-3) (66). This substantial shift means that the
technologic and regulatory conditions that influ-
ence drug R&D costs have changed in the decade

Figure 3-3-Biclagic Applications for
Investigational New Drugs,
Fiscal Years 1980-91
Number of INOs
.'300 yr——= -

200 -

100

a- h
1980 @1 82 B33 B4 85 86 87 88 09 90 91

gistachnotogy INDs [l Nonbiotechnelogy INDS

SOURGE: Fadaral Coordinating Councll for Sclance, Enginaaring,
and Techaalagy, Office of Science and Technelegy Policy,
Exacutlve Office of tha Prasident, Siatechnology for tha
218t Conlury: A Repart by th FCCSET Comm itiseon Life
Seignoas and Heaith (Washlagion, DC; U.5, Govamment
Printing Office, Fabruary 1332).

of the 1980s. Success rates, regulatory delays, the
length of the preclimical and clinical period, and
costs of clinical research may be vastly different
for these new drugs. Prediction of today’s cost of
bringing 2 new drug to market on the basis of the
kinds of drugs that were being tested in the 1970s
—_the period of DiMasi’s study-is bound to be
Inaccurate.

1 Trends in Success Rates

Data CSDD supplied on NCEs developed by
compaties responding to its ongoing survey
indicate the probability of reaching the NDA
stage was higher for NCEs first entering clinical
testing between 1980 and 1982 than it was for
NCEs first entering clinical testing in the 1970s.

A0 The published IND pumbsrs do ot include hiologicals, becauss the Ceater (or Biclogics does not compile such daa. Biological produces

under development were few in the 19703, hut grew rapidly in the 1980s.
41 DiMasi and colleagues also give information on the 1979-82 perivd, See chapter 6 for more deail.
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Table 3-11 shows the proportion of NCEs in the
CSDD sample for which an NDA was filed within
48 or 60 months of IND filing for four coharts of
NCEs first entering clinical testing.” In addition,
the FIJA supplied OTA with more recent data on
a sample of NCEs whose frost commercial INDs
were filed in the 1984-86 period that were
compared with an earlier published FDA analysis
of a similar group of INDs first filed 1976-78.
INDs reaching the NDA filing stage within 54
months increased from 6.8 to 11 percent. (Though
few NMEs were approved from the 1984-86
cohort, the averall approval rate was also I sher.
See chapter 6 for more detail.)

Although overall success rates have improved
in the recent past, the improvement may be due in
part to a shift in NCEs from seif-originated to
licensed-in. Licensed-in drugs have higher suc-
cess rates than do self-originated drugs, probably
hecause they are self-selected for success. For
example, of NCEs entering testing between 1970
and 1982, an NDA was submitted within 48
months for 7 percent of self-originated drugs,
compared with 21 percent of licensed-in drugs
(427). At 60 months, 28 percent of licensed-in
NCEs had reached NDA submission compared
with 9 percent of self-originated drugs. Of NCEs
entering human testing among U.S. companies,
those licensed-in grew from about 21 percent in
1975-78 to 27 percent in 1983-86 (107). Thus, the
improvement in success rates for drugs first
anteting testing in the 1980s is at least partly due
to the changing source of NCEs.

I Recent Development of Orphan Drugs
Since 1983, Federal law has stimulated the
development of orphan products through a scries
of ineentives and subsidies, including the tax
credit for clinical research on designated orphans
drugs. {See chapters 8 and 9 for more detail.)
These products may have a very different cost

Table 3-n-Parcent of NGEs Reaching NDA/PLA
Submission in Given Time Intervals

Percent fiHing NDA/PLA within:

Year in which NCE

antered clinical trials A8 months 60 months
1965-63. . ... - v v en 4.6% T.0%
1970 T4, . .0 oo e 8.0 12.0
197879, .. e 10.0 13.0
1980 -B2ivry - e 00 oo 120 17.0

KEY: NGE = ngw chemical antity; MDA = new drug applicatian: LA -
product ligense application.

SOURCE: Offica of Techtialogy Asssasmant, 1433, based on data
supplied by Tufts Unlversity Center fer the Study of Drug
Davalepment from s database of NCES raparted by 41
pharmaceutical firms.

structure trom other NCEs, not only because of
the tax credit but also because they may involve
smaller and shorter clinical trials than other drugs,
Althaugh FDA approvat standards are no differ-
ent for this class of drugs than for others, orphan
drugs are likely to have smatler and quicker
¢clinical research studies than other studies be-
cause of the refative rarity of the diseases studied,

The FDA provided OTA with confidential data
oft new molecular entities (NMEs) whose first
commercial IND was filed in the years 1984-86.
(See chapter 6 for more detail on this sample of
drugs.) Within 54 months of the IND filing, an
NDA had been filed for 11 percent of all INDs,
and 3.8 percent had been approved (see chapter
6), whereas for NMEs that had orphan designa-
tions, an NDA had been filed within 34 menths
for 33 percent, and 11 percent had been ap-
proved.”

Regulatory approval times also appear to be
shorter for orphan drugs. For example, during the
period 1933-90, the average approval time for
approved drugs without orphan designation was
29,3 months, while for approved orphan drugs it
was 27.4 drugs (168). For products classified as
“A"™ by the FDA, the approval time for non-
orphans was 23.7 months, while for orphans it

it A regression of NDA filing rates 00 time indicated {he increase Shawn in the iable was statistieally signifi

significance for both the 48-month and G0-maath success raics.

apoTA identified pine NMEs for which the first commercial [D had been filed in 1 974-86, and which had been granted ao arphan
dosighation. An adéitienal four NMEs in the E¥D cobort had orphan designations, but data on the sponsoring company were inconsistent and
they were ot used. (Exelusion of the four NMES did not change the resuls materially.)

cant t the 10 percent levet OF
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was 18.1 months (168). Although it is impossible
to know whether the ultimate success rate for
orphan products will be higher or lower than tor
nonorphans, the sensitivity of development costs
to success rates suggests orphan drugs may have
a substantial cost advantage,

CONCLUSIONS

The increase in the intlation-adjusted cout of
developing anew drug from the - :rly 19705 to the
late 1970s is dramatic. Real cash outlays r»r
successful NCE increased by almost 100 perceat
in the period. The evidence suggests that, in 1990
dollars, the mean cash outlay required to bring a
new drug o market (including the costs of failures
along the way) was in the neighborhood of 5127
million for drugs first entering human testing in
the 1970s. The size of this required cash invest-
ment depends on the rate of success af each stage

of devetopment and the ultimate productivity of
the research enterprise. Small differences in the
ultimate success rate can make a big difference in
the cost per approved NCE. Other factors. such as
changes in R&D technelogy and regulatory
conditions. can also have dramatic and rapid
impacts on costs. Thus. the estimates of the R&D
cost per suceessful product are inberently unsta-
ble over time.

The fully capitalized cost of bringing a new
drug to market cannot be measured with great
accuracy because the cost of capital for R&D
investments is unknown, The best evidence
sugpests, however, that for drugs first entering
human testing in 1970-82, the after-tax cost per
successful drug, capitalized to the point of FDA
approval for market, was somewhere between
§140 million and S194 million (in 1990 dollars).




Appendix B

Methodology for Section Il
(“PhRMA’s Own Data Contradicts the $500 Million Claim”)

The aggregate analysis in Section Il is roughly modeled after a study by S.N. Wiggins (“The
Cost of Developing A New Drug,” Washington, D.C., Pharmaceutical Manufacturers
Association, 1987).

This aggregate analysis is not perfect, for several reasons explained below, but it has been
reviewed by three economists with acknowledged expertise in the pharmaceutical industry and
they have found it sound.

The first imperfection in Public Citizen's anaysis is that it relies on PhARMA data, which has not
been verified for accuracy.

The second imperfection is that PhRMA reports R&D spending in two categories — 1)
“domestic” (which includes al spending by American and foreign-based companies in the U.S))
and 2) “abroad” (which only includes overseas spending by U.S.-based companies). Neither of
these categories isidea for this particular analysis, as explained below.

Public Citizen's aim was to show simply the amount PhRMA reported that the industry spent on
R&D, and then divide that spending by new drugs approved for market (over a time frame that
corresponded to R&D spending). That simple divison ought to produce a spending-per-new
drug figure derived from the industry’s own data. This figure would not include the opportunity
cost of capital, so it would reveal how much drug companies actually spent on R&D for each
new drug — on average — including failures.

Here's how Public Citizen arrived at the figures:

To get an accurate apples-to-apples analysis, one would need to know all R&D (both here in the
U.S. and abroad) that led to the discovery and development of drugs approved for market in the
U.S. over an appropriate time frame.

The problem is, these numbers don’'t exist in public records and PhARMA doesn’'t report its data
in such fashion. The FDA records how many new drugs are approved for market each year, but it
does not identify the location of spending that connects directly to each new drug approved.

For example, consider PhRMA’s reported spending in two categories — “domestic” and
“abroad.” These two categories do not necessarily capture all relevant spending pertaining to
drugs approved for market in the U.S. In some cases, these two categories might underestimate
spending; in other cases, they could overestimate.

Public Citizen’s
Congress Watch 28



It could be that foreign-based companies conducted R& D overseas for a drug that was approved
in the U.S. and such spending would not be evident in PhRMA'’s data. Conversely, PhARMA’s
reported spending might include R&D costs here and abroad that had nothing to do with new
drugs approved in the U.S.

Public Citizen considered identifying those new drugs approved by the FDA that were developed
only by U.S.-based companies, and then comparing those drugs to spending (both here and
abroad) by U.S. companies. But such an analysis might be left counting U.S. company spending
that did not pertain to these drugs; or it might not capture overseas spending by foreign-based
companies on these drugs; or it might not account for the licensing deals by which foreign-based
companies perform contract work on specific drugs for U.S.-based companies and vice versa.

Given those limitations, it did not make sense to winnow the list of FDA-approved drugs down
to those that were mainly developed by U.S.-based companies. So Public Citizen was left with
PhRMA'’ s reported annual R&D spending and the FDA’s annual tally of new drugs approved for
market. Economists advised that a comparison of these numbers would provide a rough estimate
of R&D spending per new drug (including failures).

Public Citizen then wanted to account for the roughly seven-year lag between R&D spending
and new drug approval. Thus, this measure compares R&D spending for 1994 to new drug
approvals for the year 2000.

To be even more accurate, this measure accounts for years in which spending on new drugs was
extraordinarily high or low. It compares spending over seven-year periods with new drug
approvals over seven-year periods. An annual average was calculated for each period, which has
the effect of smoothing out peaks and valleys.

The results? From 1988 through 1994, PhRMA reported total R&D (domestic and abroad)
spending of $69.7 billion. Adjusted for inflation, it is $88.0 billion in year 2000 dollars, for an
average of $12.56 hillion per year (See Table B-1). During the period 1994-2000, the FDA
reported that 667 new drugs were approved for market, or 95.3 new drugs approved each year,
on average.

Dividing the average annual spending by average annual new drug approvals, we see that
average R&D spending per new drug in this period was $87.0 million (after accounting for R&D
tax deductions).

Public Citizen’s
Congress Watch 29



Table B-1
Average R&D Cost per New Drug Approval During the 1990s
(Rolling 7-Year Average with 7-Year Lag, $ in millions)

Domestic + Foreign R&D Spending

Average AVETERE Pre-Tax R&D | After-Tax R&D
7-Year R&D | ppjyal Ig&D PRVEED DD el e Spending per | Spending per
FETes) Spending FETE) DI New Drug New Drug

Approved
1988-1994 $12,564.3] 1994-2000 95.3 $131.9 $87.0
1987-1993 $11,523.2| 1993-1999 91.3 $126.2 $83.3
1986-1992 $10,417.6| 1992-1998 92.4 $112.7 $74.4
1985-1991 $9,339.1] 1991-1997 88.6 $105.4 $69.6
1984-1990 $8,433.5] 1990-1996 80.4 $104.9 $69.2

Source: Spending data comes from Pharmaceutical Research and Manufacturers of America,
PhRMA Annual Survey, 2000; NDA data comes from U.S. Food and Drug Administration, Center for
Drug Evaluation and Research, December 31, 2000. (All spending figures have been inflated to year

2000 dollars.)
Note: Domestic

R&D

includes expenditures within

the United States by

research-based

pharmaceutical companies. Foreign R&D includes expenditures outside the United States by U.S.-
owned research-based pharmaceutical companies.

Some critics might find fault with the seven-year lag, arguing that in accounting terms, today’s
R&D expenses are paid by today’s revenue. Thus, R&D spending in any year ought to be
compared with drugs brought to market that same year. As mentioned earlier, this study reects
that argument because it doesn't reflect the redlity that R&D spending invariably precedes the
marketing of a drug, and, as noted earlier, DiMas agrees that spending should be lagged two to
12 years. Nevertheless, Public Citizen calculated R&D spending for current drug approvals and
current research expenditures and found that spending remained close to $100 million per drug,

with costs in the 1990s ranging from $99 million to $118 million per drug. (See Table B-2)

Table B-2
Average R&D Cost per New Drug Approval During the 1990s

(Rolling 7-Year Average with No Lag, $ in millions)

Domestic R&D Spending Only

Average

Average Pre-Tax R&D |[After-Tax R&D
7-Year Period | Annual Ig&D An%ﬂilg':ew Spending per | Spending per
Spending Approved New Drug New Drug
1994-2000 $17,054.1 95.3 $178.98 $118.1
1993-1999 $15,627.1 91.3 $171.19 $113.0
1992-1998 $14,289.9 92.4 $154.60 $102.0
1991-1997 $13,123.4 88.6 $148.17 $97.8
1990-1996 $12,025.2 80.4 $149.51 $98.7
Source: See above.
Public Citizen’s
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Appendix C

“NIH Contributions to Pharmaceutical Development: Case Study
Analysis of the Top-Selling Drugs,” an administrative document dated
February 2000. Prepared by NIH Office of Science Policy.

See attached
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May 7, 2001 ‘ www.nih.gov

Bob Young

Research Director, Public Citizen's Congress Watch
Public Citizen

215 Penngylvania Avenue S.E.

Washington, D.C. 20003

RE: FQI Case No. 26177
Dear Mr. Ybung:

This is a final response to your Freedom of Information Act (FOIA) request dated January 9,
2001. You requested a copy of "NIH Contributions to Pharmaceutical Development," an
administrative document dated February 2000, which was described in the "References” section
of a May 2000, report by the Joint Economie Committee of the United States Congress.

A search of the Office of Science Policy, NIH, produced 38 pages of records responsive to your
request. That document is enclosed.

Provisions of the Act allow us to recover part of the cost of responding to your request. Because
the cost fell below the $25 minimum fee, there is no charge for the enctosed matertal.

Sincerely,

"
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Q_S"LJL O 71: /fif"—[ﬁ Wi L
" Susan R. Comell, Esquire
Freedom of Inforration Officer
National Institutes of Health
Building 31, Room 2B39
2000 Rockville Pike
Bethesda, MD 20854
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:Administrative documant
.prepared by NIH statrt.

NIB_CONTRIBUTIONS 70 PHARMACEUTICAL DEVELOPMENT

CASE STUDY ANALYSIS OF THE TOP-SELLING DRUGS

INTRODUCTION

The United States is the acknow!-dged world leader in innovative biomedical sciénce and
technology. U.S. pharmaceutical and biotechnology companies are among the nation’s most
interpationally competitive industries. This economically advantageous position owes chiefly to
the continuing stream of advances in the basic biomedical sciences over the last five decades.
Efforts to harness the potential of the revolutionary advances of the last several decades in
genetics, molecular biology, and related disciplines are now extensive — advanced
pharmaceuticals, genetic and other new fiumnen health therapies, and a host of commercial
applications outside of medicine. The unique U.S. system of public support for science, mainly
through the National Institutes of Health, is the foundation of that success. _

An ongoing series of studies in the Office of Science Policy at NIE has been designed to enalyze
the effectiveness of public fimding of hiomedical research. Because product development isa
good measure of the practical usefulness of research advances, case studies of products now on.
the market have been used to iliusirate the health and economic benefiis of Nrti-funded research.
The intellectual histary underlying development of eight commercially successfil products has
heen documnented, and the results are presented here. These products include the five top-sellirg
pharmaceuticals and three non-medical biotechnology-based products.

Background

The health and economic benefits created by the U.S, pt.armaceutical industry result from an
informal public-private partnership. Federal support for basic research has been acknowledged by
the pharmaceutical industry to be the foundation for its success. According to the largest
pharmaceutical industry trade association®, “the National Institutes of Health plays a vital role in
drug discovery by funding basic research into the fundamental mechanisms of disease. This
allows industry to focus on finding ways to intercept disease mechanisms.”

Some less obvious ways that public funding creates an infrastructure on which privately-funded
research builds have been documented. For example, 2 1993 report to the U.S. Congress® details
the role of NIH in training biomedical scientists, many of whom subsequently work in industry,
and in supporting the construction of buildings and laboratories at universities acrass the country
in the 1950s and 1960s. A 1994 survey of life science firms also showed that industry funding of
academic biomedical research is growing, and that scientists are increasingly combining public and
private funds in the same research projects.®  The authors of the 1994 survey point out that ife




sciences companies draw on the scientific knowledge generated by a publicly-funded research
infrastructure in academia.

Perhaps most striking are recent studies that suggest that continued Federal support for
biomedical research over the past half-century has encouraged pharmaceutical companies to act in
ways that enhance their productivity. Based on their detailed analyses of the organization of
pharmaceutical research and development, including interviews with senior industry scientists and
managers, Cockbum and Henderson suggest that those pharmaceutical companies that organize in
ways that most effectively tap the results of publicly-funded science are those that are most
successful. For example, they found that those firms whose scientists publish a higher fraction of
papers coauthored with university-based biomedical researchers obtained more patents per
research dollar, on average, than firms whosc scientists work less closely with the public ~=ctor.

Two carlier case study analyses have assessed the input of various sectors of the biomedical
science community, Maxwell & Eckhardt looked at 32 drugs introduced prior to 1990 and
concluded that non-industrial contributions (universities, government labs, non-profit research
institutes, hospitals) play an important role in drug discovery. Without these nonindustrial
contribirtions, approximately. 60 percent of the drugs would not have been discovered or would
have had their discoveries markedly delayed.® More recently, Cockburn and Henderson®
constructed case histories of medications identified by industry experts as having had the most
impact upon therapeutic practice between 1965 and 1992. Among these 21 drugs, publicly-
funded research was instrumental to the development of 16, or 76%. Comparing their results
from 2 more recent group of drugs to Maxweil and Eckhardt’s earlier study, Cockburn and
Henderson suggested that “public sector research appears to have become more important over
time, as one might expect given the increasing role of modern molecular biology in drug
discovery.”

Although the intent of these studies is to demonstrate the utility of public funding to industry
productivity, they still may under represent the effects of basic research, Other reports have
appeared which question or underplav the role of basic research in medical and technological
advances. For example, in response to a survey conducted in the late 1980s research and
development managers-at major U.S. pharmaceutical firms reported that only one-quarter of the
products and processes they had commercialized in the previous decade would not have been
developed without delay in the absence of recent academic research.” A recent survey reported
that privat.e industry was the first to synthesize over 92 percent of drugs approved between 1981
and 1990. ‘

Mascwell & Eckhardt state that “the availability of a new and independently discovered drug
[often] provided an essential tool that permitted a much needed verification of some at-risk
‘concept.” The book concludes that 38 percent of the drugs resulted entirely from industry input
and that industry was the largest contributor to drug and medicine production. A similar stance is
taken further in an editorial and follow-up letter in recent issues of Science,” which state that all
research that is “unconnected to useful products” should be privatized, although in another
paragraph it is noted that companies are phasing out their non-targeted research because it is not
cost effective. The letter comments that the flow of usefulness is usually from technolegy to




geience rather than vice versa.

Private industry does play a large and growing role in medical research. By 1994, industry
accounted for over half of the total national investment in medical research. However, most of
this private investment was for applied research and product development. In 1992 (the most
recent year for which figures are available), 38% of the pharmaceutical industry’s total R&D
investment of $8.8 billion was used for applied research, 48% was spent on product development,
and only 14% was applied to basic research.”® To the extent that basic research into the
underlying mechanisms of disease drive new medical advances, the R&D in industry is not
performing the role played by public research funding.

Whether the conclusions are reached by survey or c4se study, what these analyses have in
common is that by carefully defining what constitutes a necessary contribution, much of the
enabling intellectual background that led to the new product is removed from consideration.
Maxwell & Eckhardt define a contribution as separate from its framework of science; work that 15
“permissive” as distinct from that which is “contributory”; and a “necessary forerunner” as not
directly involved in the innovation. The present study was undertaken to determine whether and
to what extent public funding of research enabled the development of certain medically or
commercially successful products. Additionally, this study begins to lay a basis for discussing the
specific ways by which those who expand findamental understanding of the workings of the
natural world are as important to technological advance as those who implement that knowledge.

METHODOLOGY

Case studies were used to illustrate the public/private partnership in drug development. An
inteflectual history was drawn of the top five drugs from a list of the 13 drugs which sold 51
billion or more in 1994 and 1995. These five top-sellers are the antidepressant Prozac, the two
antihypertensives Vasotec and Capoten, the antiherpes drug Zovirax, and the ulcer and gastritis
drug Zentac. We choose not to highlight known NIH success staries. Instead, these drugs were
selected based on their market success as the objective indication of their benefits to health. The
analysis began with a simple Mediine search using the chemical name of the drug to find several
review articles. These reviews and the original research articles they cited provided a view of the
understanding of the disease and the technical capabilities at the time the product was developed.
As discussed below, patent citations were not useful in developing these cases.

The scientific discoveries that led to the necessary concepts and techniques were identified, along
with the names and affiliations of the scientists performing the work. Rather than attempt to
identify a small number of “key papers,” which does not accurately represent the way scientific
ideas develop in the research community, the approach taken was to identify major areas of
research which led to drug discovery and the individuals or laboratories who were significantly
involved. Each case is presented in two parts: a story describing how the ideas and events came
together, and a table which identifies scientists and their affiliations, contributions, references, and
support acknowledgments when available.




Example products for case studies were selected based on their commercial success, where the
role of NIH in their development initially was unknown. Example medical products were selected
from the broaa category of therapeunc drugs. Thus category of medical products was selected
because drugs provide important health benefits, and because they are often more cost-effective
than other medical interventions.”* 'We obtained a list of the 13 pharmaceuticals with sales over
$1 billion in 1994, provided by the Pharmaceutical Research and Manufacturers Association of
America (PHRMA)", and selected the five drugs with the highest worldwide sales. These are:
Vasotec and Capoten (antihypertensives), Zovirax (an antiviral agent), Prozac (an
antidepressant), and Zantac (an antiuleer agent).




CASE STUDIES OF TOP SELLING DRUGS

Pharmaceutical discovery and development is an excellent illustration of the benefits to health of
publicly funded research. Drugs and medicines are 2 major tool of health care and the most cost-
effective medical intervention. Additionally, the pharmaceutical industry is one of the United
States’ most competitive international enterprises. A close look at the process of drug discovery
reveals the interactive partnership between academic and industry scientists and shows how NIE
funded research underlies the development of treatments for disease. The intellectual histories
discussed here emphasize the need to keep both industry and medicine supplied with this resource
of new ideas and techniques.

Case studies were used to trace the development of the five top-seliing pharmaceuticals . The
case studies (Appendix A) are presented in two parts, first a story of the ideas and technical
advances which led up to the discovery, followed by a table which lists the scientists who were
involved in each area of science, and documents their affiliations (NIH-supported academic,
foreign academic, or industriaf) and their contributions with references to the scientific literature.
The science and areas of research underlying the case study drugs are described briefly below,

followed by an interpretation of the findings.
Research Summary

Prozac (Flugxetine) is used for the treatment of depression and several other psychological
disorders. It acts by increasing the concentration of the signaling substance serotonin in the
connections (synapses) between nerves. Three areas of research underlie its development: 1)
research on blood pressure and antihistamine drugs, 2) the neurochemical basis of depression,
and 3) the molecular basis of neuronal signal transmission.

Antihistamines, like many other drugs, act on the substances which nerve cells (neurons) use to-
transmit signals. The first antidepressant was developed following the observation of mood
changes after taking certain antihistamines. Basic research on the transmission between neurons
had found several of the message molecules, and an early antidepressant drug became an
important tool in discovering how the signal is sent and then terminated. Psychiatric conditions
could now be studied at the molecular level by showing how these signal molecules and neuron
comumunication mechanisms underlie mental states. Through the interaction of these two fields
of study and the use of the first generation drugs as research tools, the correct neurotransmitter,
serotonin, was targeted. Industry scientists chose another antihistamine drug as the chemical
basis for this search.

il) are used to treat hypertension, and they act by
inhibiting a crucial enzyme, ACE, in a cascade of molecular signals which regulate blood
pressure. Two areas of research underlie these drugs: 1) research on the renin/angiotensin/
aldosterone (R/A/A) system of blood pressure regulation, and 2) enzyme ldnetics studies of the
bovine enzyme carboxypeptidase, which is very closely related to ACE.

Research on the involvement of the kidney in initiating hypertension found the substance renin,




which causes vessel walls to constrict, thereby increasing blood pressure. Renin was
subsequently shown to act by activating another molecule, angiotensin. Later, angiotensin was
found to occur in two forms; Al is converted by angiotensin converting enzyme (ACE) to the
active form AL AIl has two hypertensive effects, first by directly causing blood vessels to
constrict, and second by inducing aldosterone production by the kidney. Aldosterone causes salt
retention, which increases blood volume and thereby raises blood pressure as well. An early
ACE-inhibiting drug derived from snake venom became a tool for continued study of the R/A/A
system. Using chemical information about ACE, captopril was discovered through the
adaptation of 2 molecular model of bovine carboxypeptidase plus its inhibitor. Captopril had
serious side effects, however, and another company was able to alter the chernical structure to
produce a drug with longer act™ *ty while lacking the side effects, enalapril.

Jir) treats herpes simplex virus (HSV) infection by inhibiting the ability ot the
virus to replicate its DNA, thereby blocking its growth. Three research areas contributed to its
development: 1) the virology of HSV, 2) studies of the enzymes of DNA replication, and 3)
research on nucleotide analogs and their potential as antimetabolite cancer drugs.

The study of the replication of DNA in cells lead to the characterization of the enzymes which
are involved. When HSV was isolated from sores on the skin, it was shown to have a large
DNA genome which replicetes and expresses genes in the same manner as the cells. Closely
following the discovery of the cellular enzymes, the DNA. replication enzymes of HSV were also
found and characterized. During this time, the idea was developing that, since DNA consists of
a chain of nucleotides, chemically altered forms, or analogs, of nucleotides could be
incorporated into the growing DNA chain or could bind to the replication enzymes, thereby
halting cell growth. This would mainly affect rapidly growing cells, such as cancer, Although
nucleotide analogs had proven somewhat useful against ISV previously, they acted equally on
the bedy’s growing cells and so were very toxic. Once HSV was found to make its own
enzymes with slightly different properties from those of the cell, analog drugs for cancer were
also screened for one which would preferentially inhibit HSV rather than cellular replication.
Acyclovir had this property, and was found to inhibit two of the viral DNA replication enzymes,
while not killing the cells. -

Zantac (Ranitiding) treats ulcer and gastritis by blocking the signaling molecule histamine from
causing cells in the stomach and duodenum to produce acid. An earlier drug from which
ranitidine was derived, cimetidine (Tagamet), was the first drug which could distinguish between
the two types of molecules on cells, called receptors, which bind to histamine and determine
what the cell’s response will be. These two drugs specifically block the H2 but not the H1 type
receptors, permitting acid secretion to be blocked without inhibiting other necessary functions of
histamine, Three lines of research underlie these developments: 1) the discovery and
characterization of histamine, 2) the concept of receptors on cells for various signaling
molecules, and 3) the discovery of two types of receptors for adrenaline and a drug specific for
the second type. :

The signaling molecule histamine was discovered early in this century, and its chemical structure
and many affects on different tissues became well known. Meanwhile, the mechanisms by which




cells receive and respond to such signals were under intense stucy, and the idea that cells had
specific receptor molecules for these signals was slowly developing. After it was proposed that
two different types of receptors for adrenaline would explain its different effects, 2 chemical was
found which blocked only the second type of receptor. Based on this, a drug was developed to
protect a weakened heart from overstimulation by adrenaline, by blocking this second receptor
type. After this, histamine was also proposed to have two types of receptors, H1 and H2, the
secand of which stimulated acid secreion. By patterning a search after the discovery of the
adrenaline blocker, and by making use of the well-known chemistry of histamine, the H2
receptor and a drug which would specifically block it were found. The resulting drug, Tagamet,
was effective, but due to serious side effects it was soon replaced by Zantac, which was the
product of research starting with a different chemmical backbone.

Analysis of Drug Case Studies

Scientific progress over several decades underiies the development of each of the five top-selling
drugs. They were conceived through research conducted in the 1950s, *60s and early “70s,
developed and patented in the 1970s, and FDA approval was based on clinical results from the
1970s and ‘80s. NIF-funded research played a critical role in drug discovery in each of these
cases. Researchers at U.S. universities and at NIE contributed by discovering basic phenomena
and concepts, developing new techniques and assays, and participated in clinical applications of
the drugs. However, these cases also demonstrated that public and private sector biomedical
research are interwoven, complementary parts of the highly successful U.5. biomedical sciences
endeavor.

Rasic research lays il 1 ¢ for drug discovery. The field of research that underlies
most pharmaceutical drug development is organic chemistry and synthesis. The first techniques
for isolating the active chemical in & natural substance, and then modifying its molecular
structure at will, were developed during the previous century. The contemporary organi
chemistry that is cited in industry research papers is frequently supported by NIH grants;
however, the large majority of chemical methods are unattributed because they are old or
widespread enough to be considered part of the “general knowledge.” Laboratory models—the
cells, tissues, or animals in which the drugs are to be tested—are of equally critical importance.
The basic methods of cell culture and animal surgery were developed in the early part of this
century. These older methods are unattributed, although they originate in academic science, but
most specific models, or assays for specific enzymes, usually have come from the individual
academic labs as part of their research results, and are cited by industry researchers in the
scientific literature. Most lines of research have strong roots in Buropean universities, but with
each decade since World War 11, the US contribution rose sharply as a result of NIH fimding.

For a pharmaceutical company to target 2 disease for drug development, there must be an
acceptable market potential. If the condition is widespread, causes serious disease and currently
no adequate therapy exists, there is likely to be a sufficient demand for the drug to support the
cost of development. Also, some insight into the cause of the disease, or a means to approach
it, is usually needed. Industry scientists draw upon an existing body of scientific knowledge




when they consider these factors and begin a research and development effort. In some cases,
that scientific knowledge is well-developed, but in other cases, less is known when drug

development begins.

The research which ultimately led to Prozac began when the mood-altering effect produced by
an antihistamine was noticed by a surgeon, at which point industry scientists began supplying
him with experimental drugs. At the time, little was known about the physical basis of
depression. In the cases of the other drugs, industry entered the field only after academic
scientists had clarified the disease to the point of finding the enzyme or hormone that the drug
acted upon. Before any work began on the development of Zovirax, publicly-finded basic
researchers had discovered the cell’s mechanism of DNA replication, followed by discovery of
the replication enzymes made by herpes simplen. ' irus (8 V) which were similar but not
identical to the cellular enzymes. The use of nucleotide analogues (altered versions of the
nucleotide building blocks of DNA) gs inhibitors of tumor cell growth was pioneered in
academic laboratories also, Based on these advances, industry scientists applied their work on
nucleotide analog mhibitors to finding an antivirel drug. An industry scientist developed the
precursors to both Zantac and Capoten after publicly-funded scientists identified the signaling
substances involved in gastritis and high blood pressure, respectively, and developed the concept
of how these substances acted.

blic and private research play complementary roles The biology of a disease was HSI.HI“Y

worked out by academic scientists, while the search and testing of drugs was performed by
industry, although there is often overiap in these roles. Using existing scientific knowledge,
industrial scientists search for 2 substance with the desired activity. Once a potential drug is
discovered, industry scientists conduct extensive in vitro and animal tests until they are ready to
patent the invention and publish the resuits, Then, further studies by the company and by
academic researchers on the drug’s mechanism of action and its effects on animals and,
eventually, on human patients, fit into a framework of continuing basic and applied advances. In
many instances, a new drug becomes an experimental tool of academic researchers to
understand the physiological system and the disease pathology. These continued studies often
further clarify the disease mechanism and provide leads for drug improvement, as well as aid the
company in getting FDA approval, Technological innovation did not follow a one-directional
“pipeline,” in which basic research leads applied research, and applied research leads to product
development. The process involved feedback in both directions between publicly funded labs

_and industrial researchers.

None of the top sellers in these case studies are “first generation” drugs, they are the result of a
great deal of basic research on the disease mechanism which allowed more specific targeting of
the underlying problem. Sometimes this extension of knowledge included the use of the first
generation drug itself In the development of Prozac, the discovery of an earlier drug by
industrial researchers preceded and enabled the discovery by academic scientists of the particular
signal transmitter in the brain which the drug was acting upon to alleviate depression. This
knowledge permitted the company to hunt for a more active and specific next generation drug.
The result was Prozac, which itself then became an important tool in greater understanding of
the neurological basts of depression, In the other cases, the particular enzyme or hormone




central to the disease mechanism was already discovered before the first drug was produced.
Capoten and its antecedent drug were tools for increasing level of sophistication at which renal
hypertension was understood, thereby permitting better management of the disease and pointing
the way to the next step in drug design. Zantac and Zovirax were not as important in
elucidating the disease process, but nonetheless were very important in ongoing progress in
treatment,

The route to drug discovery is unpredictable. When scientists select chemicals to be tested for

drug action, they may use either an empirical or rational design approach. In the empirical
approach, collections of compounds are screened to find an active drug, where the initial lead is
the activity of 2 natural substance or a chance observation. Knowledge of the biological system
or the mechanism of drug action is not needed, although the screening process makes use of
models and assays developed through basic research, Rational design of compounds for a
particular activity requires knowledge of the biological systemn. When the target is defined
—¢.£., the enzyme or gene responsible for a crucial cellular activity~-then an inhibitor or
modifier of its function can be sought. This rational design step provides a chemical series of
potential drugs, and therefore is followed by another round of screening to find the most active
form. In practice, most pharmaceutical development has been a combination of these two
approaches.

The five cases differ in the degree to which purely empirical discovery versus a rational targeting
step were important, The development of Zovirax and the drug that preceded it was based on
rational design of specific molecules to inhibit known enzymatic activities, with no purely
empirical discovery phases, Capoten, Vasotec, and Zantac were also produced by the use of
rational design steps based on the prior discovery of the molecular targets, although the initial
drug with the activity of Capoten was derived from the activity of a natural substance. Among
the five cases, Prozac was the least dependent on a rational approach, as the first drug with
antidepressive properties was an entirely empirical discovery. However, the development of
Prozac itself resulted from rational design aimed at one neurotransmitter out of several.

Research may be targeted to the cure of a particular disease, or aimed at understanding basic -
mechanisms and gaining knowledge for which no immediate application is apparent, Discase-
targeted research can be effective in fueling progress in 2 given area. However, just as often,
results from other fields of research led to breakthroughs in disease concepts or in drug
discovery. These five drugs all arose from both disease-specific and unrelated fields of research.
The discovery of Zantac depended on advances in three fields which were unrelated to gastritis
and ulcer disease: ‘the chemical structure and biological activity of histamine, the broad concept
of cellular receptors, and the work which culminated in the development of a cardiac drug. Two
out of three areas supporting the discovery both of Zovirax and of Prozac were unrelated to the
disease that these drugs treat. The discovery of Capoten and Vasotec arose mainly from a broad
research effort targeted to the study of hypertension, heart and kadney disease, but knowledge
from research in protein chemistry and enzyme kinetics provided the critical lead needed to
produce Capoten. It is not always possible to predict the source of new inspiration. Basic
research aimed at understanding biological mechanisms and gaining knowledge for which no
immediate application is apparent has been 2 vital supply of new ideas, and can only be sustained




through public support.

In the last few years, the process of drug discovery has been revolutionized by gombinatorial
chemistry, which is the general name for a collection of new methods to produce enormous
numbers of related molecules in an orderly, tagged series. These technologies speed up
empirical drug search by generating a diversity of compounds to screen for a lead. Although
these methods were to a great extent designed by the industry scientists who need them, they
have their roots in publicly-funded basic research. Molecular structure modeling is currently
used for rational drug design and lead production. Once again, the initial concepts and
techniques needed for structural modeling coine from NIH funded labs, while it is now industry
scientists who continue to devela;. the techniques. Because even the most perfect model zan
only produce a set of potential drugs, structure modeling and combinatorial chemistry are used
in concert to maximize the efficiency of drug design, once a target is selected. Knowled; - of
the underlying disease mechanism which reveals the enzyme, cell, or symptom that should be
targeted continues to be generated by NIH-funded research.

Advances in molecular and cellular biology have created the new biotechnology industry, which
is based on an entirely new concept of drugs and medicines. Biotech drug and medicme
development is, if anything, even more based in and interrelated with public sector research than

drug development in the big pharmaceutical firms.
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Ranitidine (Zantac)

Ranitidine is used to treat gastric ulcers by blocking acid secretion in the stomach, allowing them to heal.
It is more active than the first acid inhibitor, and it is better tolerated and lacks the serious side effects of
the previous drug. It was the number one selling drug in 1994 and 1995, which indicates the demand for a
treatment of gastritis and uleers, The development of the first “histamine H2-receptor antagonist” drug,
which preceded ranitidine, represented a new concept in lcer treatment. This class of drug acts by
controlling acid secretion by blocking the substance that signals the stomach to produce acid. A very large
body of research on histamine, its physiological effects, and its mechanism of action are behind the
targeted research which resulted in these drugs. Two other arcas that figured significantly were the
developing concept of receptors on eslls for biologic.i signaling molecules, and this research leading to the
cardiae drugs known as the B-blockers which grew from it. _

The substance histamine was diseovered near the turn of the century by European scientists, although at
the time it was thought to be the result of bacterial growth. Another European academic scientist
conducted an extensive set of experiments ing histamine’s complex physiological actions,
which included the ability to alter blood pressurs through effects on blood vessels, and to canse
constriction of the bronchiolar and other smooth muscle (ie, the muscle of organs and vessels.) Ten ycars
later,aU.S.mmchﬂdmmsu'ntedthathimmimwasanmmalmmponmtoftheﬁssuss,andbylﬂﬁ
the Furopean group had confirmed this. Itwasalsnshown,intqumpcmnmdmiclabs,ﬂmhimiuﬂ
induces sceretion of acid in the stomach. Duﬁngthisﬁme,tbnchemimlpmp:rﬁﬁmdmethodsof
purification of histamine were also being defined. In 1937, an academic scientist in France developed the
first inhibitor of histamine, bat it was not until 1942 that industry scientists developed an antihistamne -
which could be uzed as a drug. vathanmdSyeaxs,nlmgcnmbcrofanﬁhimmimmdwclopedby
fmcignmdUSmpmies,a}ﬂwughnotablyumUS acadermic researcher developed the highly successfol
drug diphenhydramive (Benadryl) which also became the chemical basis of Prozac, These drugs blocked
sorne but not all of the actions of histamine.

TheideusImdingtothcpmducﬁunofraniﬁdimhndthcirbeginuinginthesmdyufnwomnsmissionin
the sympathetic nervous system and the development of the cardiae drugs known as B-blockers. The
sympathetic nerves are part of the autonomic nervous system which regulates the functions of organs.
Themmmnsmiﬁuadmaﬁnewasﬁmmundpm'iﬁedatﬂ:emafthmenhnybythnu.s.
scientist who later identificd histamine 25 8 normal substance in tissues. Understending of the function of
adrmﬂincmdnomdrcnnﬁnehadpmgrus«lwthcpointinthclQBOswhmitwaskmwnthnttb:ycmﬂd
cause cither excitatory or inhibitory responses in tissues, but there was a great deal of confusion as to how
this happened.  Several groups dev:lupeddmgswhichblmkﬂthcmdtaturymponscmadmﬂinﬁnﬂﬂ
tissues coceept the heart. Thcmmtsumsﬁﬂufthﬁeadrmaﬁnemmgmistdmgswasompmdumdbya
USmademics:imﬁst,whichbmmenwiddyusadrmmhtooLasweﬂasachunicallmdfurindusuy
pharmaceutica] development.

During this time, the notion of specific “receptors™ on cells, which mediate the cell’s uptake and response
to a variety of substances both naturel and medical, was slowly emerging. The receptor conespt was
highly controversial, mainly due to the varicty of phenomena it had to account for, In 1948,2U.5,
academic scientist performed experiments with several of the known adrenaline blockers and showed that
two separate types of receptors, & and P, must exist, which could not be classified simply as excitatory
and inhibitory. All the drugs available at the time blocked the e type of receptor. However, this work ran
counter to the prevalent theory of the day, and was not accepted. Ten years later, an industry team began
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testing analogs of adrenaline to find one with improved bronchodilator activity. An analog is a moleculs
similar encugh to adrenaline, for example, that it will bind to the adrenaline receptor, but has a ‘
modification that prevents the physiological activity from occurring while also preventing the binding of
adrenaline itself. These scientists neported the first compound, DCI, which blocked the inhibitory actions
of adrenaline. A VLS. academic scientist realized the potential of DCI to act on the heart, and performed
the expetiments which put the new inhibitor together with the  and B receptor concept. He pointed out
that the receptors which DCY blocks in the heart had to be the P type, which stimulate the heart but cause
inhibition in mast other tissues. Upon hearing these results, a scientist at ICI in Europe, who was seeking
drugs to protect the heart from excitation by adrenaline, realized that DCI had the activity he was looking
for. His team eventually produced the first of the B-blocker drugs, propranalol, in 1962, which was a
breakthrough in treatment of beart discase. This scntist, James Black, emphasized in his papers that his
work was initiated based on the concept of @ and f adrencrgic receptors published in 1948. He is also the
connection betwezn the cardiac drugs and the antihistamine drugs for treatment of ulcers.

Astlmvnriouseﬁmofhismmin:wmsmdiadmmughmcuseofmﬁhimmhcs,itbmedwm
several cffects were not inhibited by these drugs, including the secretion of gastric acid.. In keeping with
thedwdupingmnoeptofspmiﬁcmeptms,sEmopﬂhbdsﬁmdﬂmmﬂprhichwmnblodmdby
mﬁemﬂﬁsﬂmimmmmwpmm,mdpmﬂmdthﬂmmmmnddiﬁmﬂmmmm Based
on this mdhis.prcviuusmcpm-ienocwﬂhﬁ-blodmsfonhnhwt.itwas’obvimtoﬂlacktolmkfurm
o&ﬂfmmﬂﬁﬂnminemwpmrwﬁchmﬂmmeeﬂouBonﬁdmﬁmwmeMMa
chemieal to specifically block them. Now at Smith-Kline French (SKF), Black and his team made analogs
ofhismminutotestfnrinhibiﬁon,usingthsknawlodgaofthﬁisolaﬁanmdchnmislryufhistaminm. But
even with this nuspiciousmitwassmhm,nﬂumﬁnﬂmwmpomds,bafammhmm
mquimdwﬁvitywithuutthcmgnﬁveeﬁctswufmmd. The article describing the discovery of H2
mccpt_nrsandthﬂpmduuﬁonufachmicnlwhichinhibimdthﬂnwnspuhﬁshudbythcﬁﬂ‘rmwch_tﬁam
in1972.Init,thcymmmkﬂ:atthcwurkwasbasadunmalogwiﬂ:ﬂmB-rweptorsinthshmrtandunthe
structure of histamine. Thisﬁrstinhibiﬁnrwsuutus:ﬁ:lnsadrug,butnﬂu‘scvu'nlywsofaddiﬁoml
research, the SKF scientists published the description of cimetidine (Tagamet) in 1975, the first H2-
receptor antagonist drug. Cim;ﬁdimwaswidelytmndincﬁniuluials,mdpmvedumﬁﬂ,buthnda

Over the next 3 or 4 years, scientists at several companics tested different types of arganic molecules for
H? antagonist activity. Cestain molecular features of cimetidine, which probably were responsible for it
side effeets, were also thought to be a necessary part of its activity. The (laxo tam began expetiments
with a different molecular basis, and in 1979 they published the discovery and injtial testing of ranitidine.
- This drug is 5 to luﬁmesaspotentpu'chemicalwuightascimcﬁdincmdislangn'lasﬁng. Also, since
ranitidine is more specific fior the H2 histamine receptors, it lacks the side effects that were problematic
with cimetidine. Over the next 10 years a very large munber of trials of ranitidine wers conducted in US
and foreign academic clinical centers, testing its usefulness for a variety of conditions and its effects on
many functions of the body such as the immune system, the liver, blood pressure, respiration, and many
aspects of the gastrointestinal system.

The story of ranitidine also offers an example of how continuing research and more understanding of the
underlying disease process leads to improvements in treatment, It had long been thought that the excess
production of stomach acid seen in ulcer and gastritis patients was itself the cause of the conditions. This
idea was bolstered by the observation that when acid sceretion was suppressed with H2-antagonist drugs
the ulcers would heal, although recurrence was the rule. In 1983, just as ranitidine was brought to market,
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the bacterium Helicobacter pylori was isolated from the stomachs of gastritis and ulcer patients by a
scieatist at an Australian university medical center. He proposed that the bacteria were the cause of the
patients’ conditions, and described methods for culturing the organism, Within the year, 4 additional
reports of the same finding were published from other European medical centers, and many more followed ..
once researchers knew to look for it. Over the next 5 years, many medical centers in the U.S. and Europe
began clinical trials to test the association of H. pylori with disease, 2ad to try various antimicrobial
{reatments to eliminate it

Bacteria had been found in ulcer patients before the 1983 discovery, but the difficulty of culturing the
orgaism was not realized, and most rescarchers found no bacteria. One Iaboratory which had isolatd
bacteria in the 1970s concluded they were not causative, since healing with antacid did not affect the.
infection. After the reports linking H. pylari to ulcer and gastritis appeared in 1983 and 1984, acader ¢
researchers continued to improve culture methods, As they discovered features of the organism’s
biology, new detection assays rapidly appeared. One significant feature is its production of the enzyme
urcase. Urease had been discovered well before H. pylon, but it was thought to be produced by the
stomach, Forty years later, in 1968, it was proven to be bacterial in origin, although its importance still
was not recognized. Following the discovery of H. pylori, 2 European group showed that these bacteria
produce the urease, and soon thereafter another foreign research team developed a diagnostic assay based
on urcase. Subsequently, easier and more sccurnle 4553ys WeTe developed in two U.S. laboratories, One
of these was the scientist who discovered H. pylori, who refurned to the U.S. and established a laboratory

at the University of Virginia.

The idea that F. pylori was the cause of most chronic gastritis and uleers was not readily accepted by the
medical community, Increased understanding of the organism not only improved treatment, it explained
features of the pathology so that physicians would accept the new concept and adopt the treatment
regimen for their patients. The associntion of chronic hyperacidity with nleer was an argument against the..
significance of H. pylori, cspecially when it turned out that in culture the bacteria are susceptible to acid.
Soon, scademic rescarchers in Europe and the U.S. demonstrated that the bacteria alter the secretion of
acid from the stomach while baving a mechanism of creating 2 “microenvironment” that is protected from
acid Clinical trials have shown that acid secretion retumns to normal after the bacteria is eliminated.

Also, H. pylori is killed by a wide spectrum of antibiotics in culture, yet treatment with many of these
antibiotics resulted in only temporary relicf of the condition, follawed by recurrcace., The discoverer of H.
pylori, now in the ULS. and using NIH funding, found that in the stomach the bacteria ars much more
resistant, and treatment with rmaltiple antibiotics is required. Another objection was based on consistent
recovery of H, pylori from stomachs of peopic without gastritis or uleer. A ULS, regearch team with NIH
ﬂmdiugsmdiedﬂmmunsbywhichthebactnriamlnniznﬂm:piﬂmﬁumofthesmmmhanduppwmﬁ
intestine, He saw that inherited differences in proteins on the surfece of the cells determined the ability of
H. pylori to grow and therefore detcrmined the individual’s susceptibility. By the late 1980s, several US
and foreign academic groups had realized that H. pylor is linked to gastric cancer. The ability of the
organism to increase acid production by the stomach is thought to be linked to its defenses, its resistance
to antibiotic treatment, and to its involvement in cancer, although the mechanism is not yet known.

A one time antibiotic treatment regimen to eliminate H. pylori, a5 opposed to long term maintenance with
H2-aniagonist drugs, recurrence, and sometimes SUrgery as a last resort, is an obvious benefit both to the
paticnt and to the health care insurer. However, this story highlights the risky nature of pharmaceutical
development, given the possible decline in sales of ranitidine, which itself was the product of some
relatively low investment chemical manipulation by Giaxo once Smith-Kline French had invested in the
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effort and expense of proving the concept and developing the prototype. Clinical studics have shown that
to eliminate H

ranitidine it is effective in relieving pain and speeding the healing during treatment regimen €
pylod. Also, several conditions that are not caused by . pylori, such as uleer caused by aspirin, gastric-
esophageal reflux and a hereditary hyperacidic condition, respond well to ranitidine.




USA = sifitiated with acadernic institation or NIH in the U3, & = pefereneed in 5Q or MK papers

Frn = foreign academic mstimtion * = key contribution ‘
Ind = industry Jabs (other then Glx) © = roview article
Glx = Glaxo researchers

Goodman usa Mndnthcadrmelincanuganistmostwidclyusedinsmdiafir:.mtionandssthe:bas-;
foor further drug design [Nickerson & Goodman 1947 J. Pharmacol. Bxp. T-  99:167]

Ahlqust USA *Eﬁymﬂudmbshmwi&nﬁmwﬁﬁmwupmumdﬂtypﬂ
mq:mﬁrudrmdhn.whichmnybadthﬁ'mﬁmmminhﬁmindiﬁﬁmtﬁm
[Ahlquist 1948 Am J Physiol 153:586]

Slater, Powell  Ind Synhesized the first antagonist of adreasline’s inhibitory effects, DCL, based on e

adreqaline imalog asthrua drug [Powell & Slater 1958 JPharmae. Exp. Ther. 122:480]

Moran USA First showed that DCI would relax the response of the heart to adrenaline, identified it as

a blocker of Ablquist®s f type edrenergic receptors [Motsn & Perkins 1958
J Pharmas.Exp. Ther. 124:223] NIE 1.2953; PHS Sr. Research Fellowship

Black Ind Developed first -blocker drug for use in cerdiac paticnts [Black & Stevenson 1962
Lancet ii:311; Black et al, 1964 Lancet i:10807 ICI

Iﬁ |. a I -! I | E

Scicatist Affiliation Contribution

Windaus, Vogt =~ Fro . First synthasized histamine [Windans & Vogt 1907 Ber. 40:3631]

Dale Fm *Demonsirated the physiotogical effects of histamine, and that its effect 13 on smooth

musele; proved that it is a natural constiment of tisues [Barger & Dale 1910 7. Physiol
London 40:38; ibid. 41:318; Best ct al. 1927 ibid 62:397; Dale 1929 Lancet i:1233]

Ackermann Fm Early work on the isoclation audd:miulpmperﬁesofhimmim[ﬁ.ukmmlﬂo .
Ztechr £ physiol. Chem. 65:504; Ackermann & Fuchs 1938 ibid. 257:153; Ackermenn &
Mokr 1938 ibid. 255:75]

Abel USA Fhﬂpwiﬁdmdmhudn&mnﬁnnlmlmmﬁmﬁmmdshwd

it was had physiological activity [Abel 1898 Proc.Am.Fhysiol.Sec. F.3-5; Abel &
Kubota 1919 J.Pharmac.Exp. Ther. 13:243; Abel & Nagayama 1920 ibid 15347

Popiclski Fm First showed that histergine induces gastric acid secretion [Popielski 1920 Pfluger’s
Arch 178:214]
Bovet Frn Developed the first antagonist of excitatory adrenaline response, and based on that, Jater

synthesized the first antagonist of histarnine (Fournean & Bovet 1933 ArchInt




Code Frmn

‘Loew,
Chickering Fm

Phammacodyn. 46:178; Bovet & Staub 1937 C.R. Seances Soc Biol.Paris 124:547}

Important method of recovering histamine from tissoes and blood; relationship of
histamine to gastric wleer and anaphylactic shock [Code 1937 J.Physiol. 89:257; Code &
Ing 1937 J.Physiol. 90:501; Code 1939 Am.J.Physiol. 127:78; Code & Varco 1942 ibid
137:225]

IHistamine stimulates acid secretion from the stomach {Loew & Chickering 1941
Proc.Soc. Exp BiolMed. 48:65]

Schild Fm Developed & widely used ascay for determining the potency of s chemical relative to
histamine. Showed that certain histamine setions were inhibitory rather than excitatory,
proposed multiple receptors, naming the exitatory ones Hi-receptors. [Sehild 1942
I.Physiol.101:115; Ash & Schild 1966 Br.J Pharmas.Chemather, 27:427]

Black Ind Descrilved the H2 histamine receptors responsible for acid secretion, and made the first
inhibitar of them [Black et 81, 1972 Natuwre 236:385] Smith-Fime French

Drug development apd testing

Sgientist . Affiliation Contribution .

Ganellin, Parsons

Brimblecomb Ind

Testing sud chemical anzlysis of cimetidine and jts precursor H2 untagonists (Black t
al. 1973 Agents & Actions 3:133; Brimbiecomb et al. 1975 1LintMed Res, 3:86; Durant
et &l 1975 T.Med Chem, 18:905; Genellin et al. 1976 Fed.Proc. 35:1924; Brimblecomb
ct al, 1978 Gastroent. 74:339] Smith-Kline French

Brittain Glx Desipned, synthesized, and tested ranitidine, [Bradshaw et al. 1979 Br.] Pharmacal.
66:464F; Brittain & Daly 198] Scand J Gastroent. Suppl. 69:1]

Richards Glx, Testing of many effects of ranitidine in animals and humsms, comparison to cimetidine
[Richards 1983 JCIm.G'asl‘.roenL 5 Buppl. 1:81]

Clinical fris]

Scieati A fiiat . Contribut

Hirschowitz USA

Walt Fm

Boyd, Peden Fm

Langman Fmn

Compared efficacy and dose of cimetidine with the esrlier drugs in animals; reviewed a
large body of clinical trials of cimetidine [Gibson et al. 1974 Gastrocat. 67.93;
©Hirschowitz 1979 Ann Rev Pharm. Tox. 19:203; Danilewitz et al. 1982 NETM
306:20] NIH AM-09260; VA suppart

Efficacy and side effects of ranitidine studied, in comparison to cimetidine [Walt et al.
1981 Scand J.Gastroent, 16(Supp 69):81; Walt et al. 1981 Gut 22:49 & 313, Walt et al.
1981 Gastrosnt. 80:1311]

Efficacy and side effects in comparison to cimetidine [Peden et al. 1979 Lancet i:690;
Boyd et al. 1980 Gut 21:A922; Boyd et al. 1981 Scand J. Gastroent. 16(Supp 69):81;
Peden et al. 1981 Scand J.Gestroent 16:325]

Comparison of ranitidine and cimetidine for severa! activities [Langman et al. 1980
BrMed.J. 281:473; Henry et 51. 1980 ibid 281:775; Langman et al. 1981 Scand 1.
Gastroent 16(Supp 69):115]




Gibinski Fm Mgc scale trial for efficacy of ranitidine for ulcer; reviewed multicenter trials [Gibindki
et al. 1981 Hepatogastroent. 28:216; eGibinskd 1981 Curr.Med Res.Opin. 7:516]

Conner,Sawyer USA Thorough review of eariy clinical trials for ranitidine [&Berner et al. 1982 Clin. Pharm.
1:499]
ADIS Fm ADIS Drug Information Services, Auchland, New Zealand -+ Thorough review of large

scale ranitidine trials up to 1989 [@Grant et al. 1989 Drugs 37:801]

Helicobacter pylori

Scienti Affiiat Contyibut

Davies Urcase is of hactarial origin [Delluve ¢t al. 1968 Biochim. Biophys. Actz * **:646]

Colin-Jones,

Steer Fm Isolated bagteria from wleer patients, but did nat conclude they were causative [Steer &
Colin-Jones 1975 Gut 16:590]

Marshall Fr/USA &Isolated and culbered FL pylari from stomach of ulcer patisnts; coutinued experiments
proving it is the causs of ulcer and gastritis. At UTVA: disgnostic assay; viruleace
dmhmhmdgowthmqlﬂrmmtsdimued;cﬁnimltialsufmcrﬂ stibiotic
treatments [Marshsll & Warren 1983 Lancet :1273; Marsball et al, 1985 Med J Aunstr.
142:439; =oat UVA: Mershall 1989 Gastroent Clin Biol. 13:508; Marshall et al. 1950
Gastroent, 99:697; Marshall 1991 J.Gastroent. Hepat, 6:121; Marshall &t al. 1993
Dig.Dis Sci. 38:1674; Peutra et al. 1996 Am J. Gastroent, 91:2333 NIH S07RR-05431

Tytgat Fm H. pylori makes the urease; early clininal trials of entibiotic therapy {Langenberg et al.
1986 Lancet 1:1348;® Tytgat & Reuws 1987 Alineat. Pharmacol Ther.1:5278)

Wise,

MeNuity Fm D:vimduimpl:mayofmmtodiagmmﬂpyluﬂmmulty&wm 1985 Lancat
1:1443]

Greham - USA Many clinical stuties on epidemiology sud mutibiotic cificacy; devised simplified assay

_ for HL pylori infection; stdied its penetics, and identified cellular receptars and bacterial
proteins mvolved in infection [Graham <t al. 1987 Lancet 1:1174; Evans ct al. 1988
Infisc, Tramun. 56:2896; Greham et &, 1989 Gastroent. Clin Biok. 13:34B; Evans et al,
1993 J.Bacteriol. 175:674; al-Assi et al. 1995 Am.J.Gastroent. 90:1411; Yousfi ct al.
1995 Alim Pharmacol. Ther. $:209] NTH MOIRR-00350; ROIDK-39919; Veterans

Administration |




Acyclovir is used for the treatment of herpes simplex virus (HSV) infection. Acyslovir is not only a much
more effective inhibitor of HSV replication than previous antiviral drugs, it was the first to specifically inhibit
replication of the virus without interfering in the ccll’s replication. Becanse of this specificity, and unlike the
earlier nonspecific antivirals, its toxicity to the patient is very low. The main arcas of research used by
Burroughs Wellcome (BW) scientists to preduce acyclovir were the virology of HSV, the characterization of
the enzymes of DNA replication, and the synthesis and use of nucleoside analogs as antimetabolite drugs.
The development of several specific eell culnure techniques for growing and testing the virus were necessary
as well. The discovery of acyclovir was based on acquired scicntific Imowledge rather than on the
observation of an unexpected action by another drug or e action of & naturally occurring substance. Only
when the understanding of HSV and of DNA replication and cell division had reached the point where 2
degres of rational design could be used was the first generation drug, aad later acyclovir itself, produced.

HSV was isolated from oral and genital lesions in the 1920s. Once identified, it was shown to be widespread
and responsible for several different diseases. HSV canses cold sores and a common venereal discase ina
large percent of the normally healthy population. If it infeets the eorncs and conjunctiva of the eye, there will
be recurrent outbreaks which eventually can cause loss of vision. Various newrological syndromes can occur,
chiefly encephalitis. All of these symptoms mwpecial]ysevmmdpasiswutinm and in
smmumosuppressed patients, where HSV can cause massive outbreaks of sores at the local point of infection
or disseminated infection throughout the body. Additionally, it may cause aborticns and birth defects, and
was thought at the time acyclovir was developed to be oncogenic. The clinical and basic research describing
these discases demonstrated that HSV was an appropriate target for industry antiviral drug development.

Around 1930, a European scientist showed that cold sores were the result of a virus, and people with
recurrent outbreaks had antibodies against this virus in their blood. In the 1960s, ths structure of the HSV
particle and its mechanism of budding from cells was described. Researchers in NIH-supported laboratories
foumd that HSV enters nearons through their codings in the skin, remains permanently latent in the central
nervous system, and reactivates from these nourons to produce the skin lesions and other complications.
European scientists first reported that HSV's penome is a large double strand of DNA. Subsequently the
yiral DMA was sequenced and mapped, and the mechanism of its replication was described. A large mmber
ofgmeswmdismvmed.mdthcirmpmssionmsmdicdaudmlatedtophas:sofﬂmvimlljfcc}ule. HEV
was found to encods its own enzymes for DNA replication, rather than using cellular enzymes as some
viruses do. The two viral enzymes which are specifically inhibited by acyclovir were amnong those that were
detected, purified and characterized. This understanding of HEV's life cycle was gained through research in
publicly funded academic laboratorics mainly but not entirely in the US. The knowledge and methods
developed in these labs permitted testing of acyclovir for efficacy and mechanism of action, diagnosis in
patients, and appropriate application of the drug to the particular manifestations of HSV infection.

During this time, the details of the synthesis of DNA by dividing cells were being discovered In the carly
1960s, the enzyme activities involved DNA replication were detected. Over the following ten years, the
details of DNA replication were worked out, zd the celfular enzymes DNA polymerase (pol) and thymidine
kinase (TK) were extensively characterized. DNA pol adds one nucleotide at a time to the growing DNA
chain during replication, while TK is one of a number of enzymes which prepare the nucleotides in the form
which DNA pol can use, Assays for measuring the activity of these enzyraes were developed ag this rescarch
proceeded. Closely following the progress with the cellular enzymes, HSV researchers detected and purified
the TK and DNA pol made by the virus, which are the enzymes that are inhibited by acyclovir. This work




was mainly performed in NTH-funded academic research labs, several of which were referenced in BW
literature for techniques of enzyme assay and purification. '

Monolayess of cells that were shown to be susceptible to HSV, as well as embryonated chicken eggs, were
used to detect HSV growth and isolate its enzymes. These methods were also used by the industry scientists
to test the inhibition by antivirals, and cell culture and plaque assay were used to test numerous compounds at
different concentrations and conditions. Then, appropriate animal disease modefs that mimic the patural
disease were used in the next phase of testing. All these assays and models were developed in academic
rescarch lahs. The BW scientists conducted extensive tests of the activity, efficacy, and concentration of
acyclovir in established cell lines, using their own modifications of previously developed assays.

A great deal of rescarch during the 1940s and 19505 .5 being directed towards developing antimetabolite
drugs - chemicals that poison growing cells . because of their potential usefulness against cancer, The
nucleotide bases were known by this time to be the constituents of DNA, and in 1954 a team of scientists at &
university in the U.S. showed that tumor cells incorporate nucleotides more rapidly than do normal cells.
Interest began to grow in nucleotide analogs - mucleotides with a chemical modification - as antimetabolite
druge which could inhibit DNA synthesis. The idea was that an analog which could be incorporated imto the
growing chain of DNA but would thex block any further elongation of the chain would mainkhy kil rapidty
growing tumar cells. Two different U.S. academic scientists developed the firsttwo nueleotide analog drugs
for treating cancer. Soon sfter, in 1959, another publicly fimded U.S. researcher synthesized the nucleotide
analog idoxuridine, which cventually wes found to have antiviral activity when applied to skin infecied with
HSV. This was the first elinically effective antiviral drug. However, its usefulness was Limited by its high
tomicity, sinee it acted by inhibiting DNA synthesis and therefore affected the cells of the body as well as the
virus.

Development of these drugs by the academic scientists interested BW in nucleotide analogs as replication
enzyme inhibitors. Alang with the growing understanding of enzymology and the enzymes of DNA
synthesis, stientists at BW were extensively researching the enzyme adenosine deaminase, and designing and
testing inhibitors of it. They found that & part of the chemical structure of nucleotides which is required for
normal DNA synthesis is not required for a nucleotide analog to enter the first step of the reaction, binding to
the enzymes, Therefore, these analogs offered & means of inhibiting the enzymes. One of the potential
inhibitors designed and tested by this team, the nucleotide analog acycloguanosine (acyclovir), wes found in
the UK labs of BW to have excellent and highly specific activity against HSV. .

In 1977, BW scientists published the article detailing their tests of the selective action of acyclovir on HSV
growing in czll cultures. To define and test the mechanism of action of acyclovir, understanding of the
existenee and mechanism of DNA pol and TK, and the discovery that HSV makes jts own enzymes with
distinet properties, was needed. The BW team demonstrated that acyclovir acts preferentially to inhibit viral
but not cellular enzymes in two weys: first, enly the viral TK activates the drug to a usable form; second, the
viral DNA pol is inhibited approximately 3000-fold over the cellular DNA pol. This paper refercaced 33
articles, 20 articles by researchers at United States universities receiving NIH and NSF support; 5 articles by
researchers at Eurapean academic institutions; and & articles by industry scientists. In 1978, a second article
W the actual synthesis of acyelovir, and it cited 13 articles, 3 from NIH supported labs, 7 from
industry, and 3 by forcign researchers. In this article, 5 papers from publicly funded research were citad for
nucleatide organic chemistry, techniques for which companies usually cite only their own'chemical methods,
not academic research.

After the production and in vitro and animal testing of acyclovir by BW scientists, clinical trials were




conducted by academic clinical institutions. Most of these were supported by 2 combination of NIH grants
and funds from BW, The drug’s efficacy was tasted for different manifestations of HSV infection, in
different modes of application, and for other herpes viruses. lmprovements in acyclovir’s effectivencss
through combination with other drugs were reported. The mechsnisms of acyclovir resistance in HSV strains,
which arise frequently in immunosuppressed patients, were studied. BW bas continued to synthesize now
forms of the drug and to test them for cfficacy and pharmacokinetic propertics, and these also were
incorporated into the research of academic virologists and clinicians. The delivery yehicle of the topical form
of acyclovir changed from DMSO to polyethylene glyeol to propylenc glycol, the use of PEG was described
by US academic scientists and the use of propylene glycol was described by European academics.




3 pas Lendigrto X and Testing of A i
USA = effiliatad with scademic institution or NIH in the US BW = Burroughs Welleome
Ind = indvstry or private foundation ‘ 2= referenced in HW's papers
Fm = forsign academic institution % = key ariicle :

Dalbeceo UsSA Jnvented the technique of producing viral plaques in monolayers of cells, widely
ussd to test the antiviral activity of large mumbers of compounds, [1952 PNAS
38:747-52]

Niven Fm Cell differentistion state and susceptibility to viral infection; first cultive' -m of

HSV in bugan calls [Bang & Niven 1958 Be.J ExpPath. 39:317]

Scherer USA Dﬁaﬁaﬂtbeus:d‘nmminufmomﬂsfwthemlﬁuﬁmufﬁnm[lgsa
Amer. J. Pathol. 29:113] National Foundation for Infantile Parulysis, Inc.

Tyrell Fro Dﬂfﬂﬂﬂnﬂutypﬁwmgﬂufuﬂdwdapmmtuﬁ'wtmhhﬂitywﬁm
deﬁnudmﬂulurcundiﬁunsmqtﬁmdﬁuwirnl growth, [Tyrell et al., 1958,
Brit ] Fxp Path. 39:178; Hoom& Tyrell, 1965, ibid 46:105]

Andrews Frn *Firstdmwudprﬁmmufmﬁbodiﬂinsmmmhupe&mdshnwed
rdnﬁansﬁpb&wmﬁmmdmmmtmﬁmﬂm.mofﬂmﬁmm
of growth of virug in cell cultures. [Andrews, 1929 Birit ] ExpPath. 10:188;
Andrews & Carmichasl 1930 Lancet 1:857.]

Kueera USA Deseribed growth of HSV in cell monolayers. [1966, Proc. Soc. Exp. Biol. Med
122:258.] NIH grants # CA-12197 and CA-12382.

Samv Fmn Showed fhat HSV bas a large, couble-stranded DNA genome. (1968, Becker ct
al. Virology 36:184.]

Keir , Gold Fm FirstdemmmmdindmﬁonoanNApulbyHSV.Shﬂwedthntﬂmpulwas
hnmmhgimﬂydiaﬁnﬂ&mthchmtmﬂpol. [Keir & Gold,1963 Biochem
Biophys Acta 72:263-76, Keir et al, 1966 Virology 30:154-7.}

Roizman USsA Duﬁmdthe&anmofthaHSngmc.mddmﬂauﬁtsgmewq:rm&im
Purified HSV specific proteins, permitting immumological studies of HSV. [Fictf
et al. 1971, J. Virol 8:125; Frenkel & Roizman 1971, 1. Virol. 8:591; Spesr &
Roizman 1972, J. Virol. 9:143)  NIH gremts # CA-08494 and CA-19264; NSF
grants # BMS73-06940 sand GB38799; U. Chicago Cancer Research Ctr. CA-
14599 Amer. Cameer Soc. VC1031

Nahmias UsA Antibodies to HSV-1 and -2 permit ideutification of the virus mn clinical
specimens. [Nahmias ct al., 1970 Am. 1. Epidem. 91:539.] NIH CA-11433, cC-
00555, N5-22301.




Kit, Dubbs USA

Bastian, Tralka USA

Barringer JSA

Overall USA

Honess, Watson Fm
Purifay UsSA

Huang UsA

Maley - USA
Komberg USA
Kegsel USA
Lerman USA
Livingston USA

*Cited for describing the HSV thymidine kinase activity and an assay for it
[#:Kit & Dubbs ‘63 Biochem. Biophys. Res. Comm. 11:55; sDubbs & Kit 64
Virology 22:493.] NIH grant CA-06829-02 and 06656-01; NSF GB620; Amer.
MedicalAmaERF?l;gantﬁ-umtthmkmiaSmiuty '

Demonstrated that HSV is latent in ganglia [Bastian et al., 1972 Science
178:306.] NCT intramural

Demonstrated that HSV is latent in neurons of the sacral ganglions. [Barringer,
1974 NEM 291:828.] VA bospital; Naticnal Muitiple Sclerosis Society.

In mmimﬂmodcl,mmmmtaﬁnlﬁmrmﬂtﬁummaﬁvaﬁmoﬂmtvims
in the nervous system. [Stanbury et al,, 1982 T, Infec. Dis. 146:397.] NIH Al-
42524, AI-10217.

Isolated HSV TE. [1974, J.Gen. Virol 22:171; 1977, I.Virol, 21:584.]

First purification of HSV-cucoded DNA pol. [Purifiy & Schaffer, 1975
1.Virol 16:498; Powell & Purifoy, 1977 J.Virol 24:618] NIH PO1CA-10893

Cited for method of purifying DNA pol. [« 1975, J, Virol. 16:298.] NIH grants
NHLI-72-2911, Al-12717, and fellowstip F22 CA-04032

Early description of mechanisms and principles of enzyme action. (Monod &
Jacob1961 Cold Spr. Harbor Symp Quant. Bio 26:38%.)

Described cellular thysridine kinese (TK) sctivity [Maley & Maley 1962
Biochemistry 1:847) NIH # CA-5115; Am, Heart Ass

*Described several distinet DNA polymerase (pol) activitic2 i bacterial cells,
distinguished the main pol of replication, its physical properties and mechanisms,
snd the mechanism of its use of INTFs [Bruttag et al, ‘71 FNAS 68:2826;
Englund et al. ‘69 J. Biol. Chem. 244:3045& 3048; Dentscher & Komberg *69 1.
Biol. Chem. 244:3019,Gefter ot ul. 71 PNAS 68:3150.] NIH RO1GM-07581

Cited for gssay of levels of nucleoside phosphorylating activity. [#sKeseel, 1968
I Biol Chem. 243:4739] NIH grants # PH 43-66-541, C6516 (NC])

Cited for assay of pol activity. [4&Altmm & Lermag 70 1. Mol. biol. 50:235]

NIH GM-13767; NSF GB-4119; Altman was supporicd s a University Fellow
at U, Colorada.

#Purified the main polymerase of cellular replication and described features of
its mechanisms. [Livingston et al. 1975 J.Biol.Che.250:) NIH grant # Al-
060435,




Cheng, Ostrander USA Ctited for method of preparation of cytosol fractions o assay phosphorylation by
TK. and for techmicque to purify HSV TK from cells, [&slee & Cheng, 1976
1Biol.Chem, 251:2600; £2Cheng & Ostrander, 1376 ibid 251:2605] NIH grant
# CA-05298, CA-13038; Amer.Cancer Soc. #CH-29 . -

Cantarow,

Paschids USA Tumoar cells incorporate nuclecsides more rapidly then normal cells [Cantarow &
Paschiiz, 1954]

Heidelberger ~ USA Designed end tested - e of the first nucleoside analog anfimetabolites, _
fHuorowrscil, in collsboration with Hoffman-La Roche chemists [Heidelberger et
al. 1957 Nature 179:6631

Deker USA Desigaed and tested the mucleoside analog eytarsbine [Walwick et al. 1959]

Prusoff UsA Designed and synthesized the first pucleoside analog antiviral agent, idoxuridine.
[Prusaif, 1955, Biochem Biophys.Acta 32:295.] CY-3076

Preiss, Handler  USA CimdinmyBWnﬁclesfwurgmicsynthnﬁomuﬂmds.[bPrdss&Mﬂ

1957 JBC 225:759.] NIH grent # RG-91; coutract with Atomic Energy
Commission and Duke U. # AT-(40-1)-289,

Flaks USA Citad for synthetic methods. [#sFlaks et al, *57 JBC 22%:201.] NIH, NCI, FHS
and NSF suppart acknowledged but no grant #1 given.

Saspmiller USsA Cited for crgenic synthesis methods, [#:Scegmiller ct al, 1967 Scicore
155:1682.]

Rozenberg Fm Cited for organic synthesis methods, [#sHolmsen & Rozenberg, 1968,
Biochem.Bicphys.Acta 157:266.]

5. Dmg development and testing.

Scientist Affiliation Contyibution,

Schaeffer BW Destribed the organic synthesis of acyclovir, and reported toxicity testing in

animals, [Schaeffer «t al., 1978, Nature 272:583-5]

Elion BW Dmibndthemmhmiofmﬁmofacydmiruuviralpulymﬁmmd
tymidine kinase, und demonstrated preferential inhibition of viral rather than
mﬂlﬂnrrepﬁuﬁmthruushwmiﬁaimﬁmﬁm\ﬁthbmh enzymes, [Elion et al,
1977, PNAS 74:57116-20.]

DeClercq Frn Extensive testing of acyclovir sensativity of diffevent strains of HSV. [DeClercq
et al., 1980, XInfDis. 141:563.]




6, Clinjeal trigls

Scientist Affiliation Contribytion

Benjamin USA Cited in elinical trials for viral assay and typing in clinical specimens, (1977 J.
Clinical Micro. 6:571]

Crumpacker USA Clinical trial of effectiveness on primary lesions, [Crumpacker et al,, 1979
Antimicrob.Ag, and Chemo.15:642.] NTH grant # CAl 3431; grant from BW.

Carey, Nahmias  USA Clinical trials of scyclovir. [Corey et al., 1982 NEMM 306:1313; Corey et al,,
1983, Ann.Int, Med. 98:914.] NIH grants # AI-14495 end AJ-20381; grant from
BW. ‘

Meyars, Wade  USA Efficacy trials of aral and intravenous ecyclovir for HSV smd CMYV infections,

mpm:inﬂyinimmuncsuppmdpnﬁmt;ﬁuqumcyufuaistantHSV strains with
multiple treatment cyeles. [Wads et al., 1982 Am Intern.Med. 96:265; Meyers et
al 1982 Am T Med 73:229; Wade et al,, 1983 1Inf Dis, 148:1077; Wade et al,
1984 Ann Intern.Med. 100:823.] NIH CA-18029 and CA-26966.

Whitley UsA Efficacy trial for severe and neonatal HSV infection [Whitley et al., 1982 Amer,
T, Med 73:165.) NIH graut # Al-12667, CA-13148 end RR-032; grant from BW. -

Fiddian, Mindz! Fm Efficacy in primary herpes infection. [Mindel et el. 1982 Lancet 1:697; Fiddian et
al., 1983 J. Antimicrob. Chemo. 12:67; Minde] et al, 1984 Lancet 2:57.}.

Brysm USA Efficacy of oral acyclovir in genital nfection. [Bryscn et al., 1983 NEIM
108:916: Reichmsn ot al., 1984 JAMA 251:2103 ]

Pagmo USA Efficacy tria! for EBV [Pagano etel, 1983 J. Antimicrob.Chemo. 12, SupplB:113;
Pagano & Datta 1982 Am JMed 73:18.. MNIH grant # AI-17205; graut from L
BW. #]. 8. Pagano referenced as the source of HSV for testing in Elion et al
1977,

Mertz USA Efficacy triel of oral acyclovirin genital herpes [Mertz et al. ‘84 JAMA
252:1147) '




Captopril (Capoten) and Enalapril (Vasotec)

Captopril and enalapil are drugs that control hypertension by inhibiting an eazyme (ACE) that is critical in
biood pressure regulation. Hypertension is a complex disorder which can be based on the malfunction of
several normal mechapisms, and the primary initiating causes of it are still not entirely understood. Left
untreated, hypertension causes progressive damage to kidneys, heart, and systemic biood vessels. Captopril
and enalapril arc highly effective in breaking the chain in the system that is involved in up t0 70% of
hypertension. Captopril, developed by Squibb, is 2 novel drug resulting from an extended research effort
Enalapril, made by Merck, is an improved ACE iphibitor based on an alteration of the chemical structure of
captopril, so the development of these two drugs i combined in a single story. The discovery of ACL
inhibitors began with a natural substance, but the production of captopril was one of the earliest successful
cxamples of rational drug design using molecular modeling to provide the lead.

In addiﬁontourgauicchcmistty,thﬂcisombmud field of research which underlics captopril and enalapril
discavn-_-,r:thesmdyofﬂwhnmmmnin,mgiomﬁnmdﬂdnstﬂmc(ﬂmRIMAsysm)mdmsk
involvement in hypertension and cungcsﬁvel_:ﬂrt failure. Also, at one small put crucial point, very basic

development of captopril. As early as 1893,thzﬁdneywassuspodedofinwlvmmtinhypmﬂan,mda
mbsummmﬁumﬁdnmwmnhrﬁsdblmdpmmmjnmhbitswasmedm In the 19305, the
idmofarmalsourmofhyp@rmsionwaswvivedbynUSresearchgmup,whoisolntedminandshowcd
that it strongly elevated blood pressure. AboutSymlm,afureignmdaUSmbaﬂlfoundthanmin
h‘mmmnmnﬁvaHmMPNMWhichwmuymmmdmgim Angiotensin increases
blood pressure by its very powerful constricting cffect on arterics and capillaries. In the mid-1950s, NIH-

enzyme converts angiotensin I (AT) to the active form, angiotensin 1T (AID. They had discovered angiotensin-
mnv:r&ugmzyme(ACE),thnmzymuwhichisinhibinbympMpﬁImdenalaprﬂ. A mumber of Iaboratory
modclswucd:velopndalougthewuybyﬁ:isgmup,whiahmﬂ'wmusudbySquibbandMnrckinthﬂirdmg
tests. Thﬁeindudedthcuseofsﬂipsofgtﬁnmpigﬂ:umforiniﬁnltnstofinhibimlycﬂ’mt,audaevcrultat
and dog models of hypertension, for which US and foreign academic researchers are refercnced in the
companies’ publications. ‘

In 1962, researchers in Europe found that a snake venom had the effect of relaxing blood vessels, therchy
rapidty lowering blood pressurc. These scientists subsequently localized ACE to the lungs, and showed that
the substance in snake venom blocked the conversion of Al to All by inhibiting ACE. Scientists at Squibb
isolated the active molecule in the snake venom and called jt teprotide. Although it did not prove feasable as
a human drug, it was used in many studies of the involvemeat of renin and AUATI in hypertension, many of
which were conducted in US academic labs. During this time, an NIH-funded scientist in the US showed that
another hormone made in the kidney, aldosterone, is involved in blood pressure regulation by causing the
kidney to retain sodium and increase the blood volume. In addition to its vasoconstrictive effiect, this
researcher and his group found that angiotensin also induces aldosterone secretion by the kidney, thereby
increasing blood pressurs by a second mechanism. When Squibb developed teprotide, the company scientists
provided it to this academic group in the clinical trisls which were the first to show that ACE inhibitors could
decreass blood pressure in humans. This academic rescarcher and the many scientists wha warked in his
laboratary played a central role in working out the R/AJA mechanism of hypertension and convincing other
medical researchers of its impartance, They performed many animal and human studies both before and after
the discovery of teprotide which were critical ta the understanding of blood pressure regulation, and
performed many clinical studies of captopril as well.
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Another system of heart and biood pressure regulation had besn discovered 3 few years earlier, the adrenergic
system, and drugs known as “[-blockers™ had been developed to control it. The concept that the R/A/A
system could be the cause of hypertension at first was discounted by most researchers because the adrenergic
system alone was thought to explain the condition. A large number of animal and clinical studies ensued
using the B-blockers, teprotide, and several drugs which act at other steps in the R/A/A system, and the
importance of renin, angiotensin, and aldosterone in maintaining normal and hypestensive blood pressure was
slowly acceptad by the medical community. These studies, in the large laboratory mentioned above and in
several others, also revealed that the two systems ars finked through the involvement of renin, and bega o
show the significance of hyperteasion in congestive heart failure. Several important assays, for renin,
aldosterone, and the relative concentration of Al and AlL were developed along the way. The majority of
these studies came from US academic labs receiving public funding, with scveral foreipm academic ar
Squibb. group contributions as well. Sinee market potential is needed for a company to begin an R&D effort,
the incteasing evidence of the importance of the R/A/A system in kypertension, kidney and heart discase was
a factor in the decisions of Squibb and Iater of Merck to push their efforts to develop ACE inhibitor drugs.

The Squibb group worked for the next six years to improve on teprotide. Their breakthrough idea came when
a US academic labuﬁthNH{ﬁmdingdisoovﬂtdminh'bimrofubavin:mzymethatis related to ACE. They
published structural data and a model proposing that the inhibitor fit into the enzyme's active site. The
scientists at Squibh made a chemical series based on the inhibitor, and found onc that wealdy inhibited ACE.
Finally, they designed a model of ACE and inhibitor interaction based on the structural model of the bovine
cnzyme. The necessary data for the Squibb group to make this mode] came from the studies of another NIH-
funded US academic lab on the structural and catalytic properties of ACE. The Squibb group, with data from
their own inhibitor studies, used computer graphics to predict inhibitor structures that would bind better to

the ACE active sits. From this modcl, they synthesized a series of potential inhibitor molecules to test, and
the result was captopril.

In 1977, Squibb scientists published the description of the modeling, synthesis and initial in vitro and animal
testing of captopril. They demonstrated that eaptapril inhibits the action of ALl and lowezs blood pressure
hypertensive rats. This article refercaces 15 papers, 4 from US universities receiving NIH funding, 7 from
their own or other industrial labs, and one article by rescarchers at a European university. The US articles
were cited for background knowledge, clinical trials with teprotide, and mechanisms of ACE action and
testing. In 1978, they published two detailed revicws which describe extensive enzyme activity smdies and
animal testing, in which they acknowledge the many academic research groups whose work they drew upon.
The majority of these were publicly funded US rescarchers,

The first clinical trial of captopril was performed by a Swiss research group in collaboration with Squibb
rescarchers. Subsequently, captopril was used in a large number of studies revealing the fundamental
relationship of AIl to several aspects of hypertension and congestive beart failure. Clinical studies also
showed the importance of detzrmining whether the mechanism driving the hypertension is the R/A/A system
or the adrenergic system. NIH funded rescarchers developed a very effective dingnostic test, using a single
dose of captopril to measure the degres to which the R/A/A system is at fault, which was widely used in
choosing between the ACE inhibitors, the eta-blockers, and several other types of drugs that are available.
Several proups proved the importance of ACE inhibition in treating congestive heart failure. It is important
to the company to know when and how the dreg should be given so that its effectiveness and therefore the
demand for it is maximized The clinical trials revealed several side effects of captapril as well.

Scientists at Merck sought to modify captopril to remove some of the side effects. They made the




observation that the captopril molecule had a certain side chain shared by another drug that caused the same
side effocts, They synthesized a series of substitutions of this side chain, and tested them in vitro for enzyme
inhibition, then in animals for effect on blood pressure. This series produced enalapril, which has shightly
higher activity than captopril, with much looger duration of action. The article describing the design,
synthesis and initial testing of enalapril appeared in 1980. It contained 20 references, 9 to NIH fimded labs, 9
to their own and Squibb’s publications, and two to foreign rescarchers. US research papers were cited for
background knowledge of R/A/A, clinical results, and chemical and enzymatic methods.

The effectiveness of ACE blockade for lowering blood pressure was already proved as a concept with
teprotide and captopril. Clinical trials of enalapril were performed in both US pubticly funded labs and in
forcign medical institutions. It was shown to be effe~tive in lowering blood pressure, while lacking the side
effects of captopril. A US team saw that with Jong term use of enalapril, a persistent blockade of the R/AJA
system and therefors improvement in the hypertensive cycls occurs. The US rescarchers performing clinical
trials were supported by a combination of NTH grants and moncy from Merck.of obesity, alcoholism,
premenstrual syndrome, and various phobias and mental disorders.
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USA = affilint=d with acedemic institution or NIH in the U.8. £ = referenced in.SQ or MK papers
Frn = foreign academic institution % = key contribution :
SQ = Squibb ressarchers o = review article

ME. = Merck researchers

Bergmann Fm Described a substance from the kidaey, renin, which elevates blood pressure.,
[Tigerstedt & Bergman 1398 Skand Arch Physiol. 8:223]

Goldbiatt USA Tsolated renin and proposed & renal origin of hypertension. [Goldblatt et al., 1934

Page UsA Rmhm”mmym:whﬁumblmdpmbymvaﬁngnmbmin
hluoihhmmhmﬁouﬁmms&mﬂﬂwmehmmdm other
tizsues [Kohlstacdt et al. 1938 Proc.SocExpBiolMed. 39:214; Page &
Olmstead 1961 Am.J Physiol. 201:92] Cleveland Clinie Foundation

Muncz Fm Discovered mgiotensin and showed that rein is am cozyme that sctiveses itin the
blood. [Mumoz et el 1939 Nature 144:980; Brann-Mencadez ct al. 1940
TPhysiol. 98:283]

Skeges USA *DimwudmdnhmtaizadACE,ascitadinSdeMKFMdtcdby
ME._ for method of purifying ACE [#aSkeggs et al. 1954 I Exp.Mcd 99:275;
Skeggs et al. 1958 JExp Med. 108:283; AsDarey et al. 1974 Cire.Res. 34:824;
Skeggs et al. 1976 Am.JMed, 60:737) NIH ROTHL-17243

Ferrewn, Vane  Fm *Suhsﬁnmhmskcmomrdmbloodmh.ﬁmwhichﬁpm&dewas
dﬂiveiLmlimdACEmdshuwdthatthemnkevmmmbminm'bimdiL
[Fexreira 1965 Br.J Pharma Chemother. 24:163; Ng & Vane 1967 Matnre
216:762; Bakhle 1968 Nature 220:919; Caollier et al. 1973 Lancet 1:72]

Laregh USA *Rnleofrmin.mgiomsinmdﬂdqﬂmcinhypqtmsimmdmmydﬁaﬂsuf
mewmhpmmidmmnehduﬁmbymmmm
rmﬂhypwumdeuofcameﬁ!mtmmewdﬁlﬁngwmofW
[Laragh et al. 1960 J.Clin Invest, 39:1091; £xCravras &t &l. 1975 Science
188:1316; Laagh 1978 Prog. Cardiovase.Dis. 21:159; Niarchos et al. 1979
Circ Res. 45:829; Cody & Laragh 1982 Am. Heart J. 104:1184] NIH # FHL-
18323 PI7THL-14148; MO1RR-00645

Case USA Role of renin and aldosterons in hypertension; comparison of different types of
drug treatment for hypertension; worked closely with Laragh [Case et al. 1976
Am.J.Med 61:790; Case 1977 NYState JMed. 77:2100; Atlas & Case 1981
Clin.Endocrin Metab. 10:537: Atlas et al. 1983 Am.J Nephrol. 3:118] NIH
P50HL-18323

Tree,

Robertson Fro Relationship of renin, angiotensin, and eldosterone in hypertension; significance
of galt regulation; developed several widely nsed assays for renin and angiotensin
in blood serum {Brown et al. 1964 Biochern.J. 93:594; Davies et gl. 1973 Lanest
1:683; Waite et al. 1973 J.Endocrin. 57:329; Lebel et al. 1974 Lancet 2:308]




Davis UsA . Aldosterone is involved in byperiension and congestive heart faiture; it is induced
by renin and angiotensin, Angiotensin and aldosterone tnaintain blood pressute.
[Yamkipoulos et al. 1959 J.ClinInvest. 38:1278; Carpenter et al. 1961 ibid.
40:2026; Davis et al. 1962 ibid. 41:378; Johnson & Davis 1973 Science
179:906] NIH # RO1HL-10612

Erdos USA Exact enzymatic action and substrate specificity of ACE datermined [Igic et ab.
1972 CircRes. Suppll I1-51; Oshima et al. 1974 Biochim.Biophys.Acta 350:26]
NIH HE-08764; 5T01-HE-05859; Office of Naval Research contracts NO0OO14-
68-A-0496 md N00014-69-A-0385.

Soffer UsA *Structural, catalytic smd physiclogic properties of ACE described, dats used in
Squibb’s model of ACE. [#iDas & Soffer 1975 1Biol.Chem, 250:6762,
#veSaffer 1976 Ann.Rev Biochem. 45:73; Soffer & Sonnenblick 1978
Prog, CardiovascDis, 21:167) NIH # RO1AM-17395; POIGM-11301;P. i
15088; HI.-21394; HL-07071

Nesdieman USA Cited for rt mode} of renal hypertension. Role of autonomic nérves versus renin
& angiotensin in hypertension [Douglas ot al. 1976 I.Pharm Fxp. Ther. 196:35]
HE-14397; He-14509; RR-5418-12; HL-19586; training grant GM-02016

Wollenden USA *Cited by $Q for the model of an eqzyme eud its inhibitor which was used to
model and design captopril [£Bycrs & Wolfenden 1973 Biochewmistry 122070}
NIH #RO01-GM-18325

Rubin 80 ACE inhibitors can lower blood pressure in rats, Efficacy end dose range of
captopril in animals (Eage! ct al. 1973 Proc, Soc Exp Biol Med 143:483; Rubin
et al. 1978 Prog.Cardiovass.Dis. 21:183]

Ondetti,

Cushman 5Q Modelling, synthesis, and testing of captopril [Ondetti et al. 1977 Science
196:441; Prog. Cardiovase, Dis. 21:176,183]

Patchett Mk " Synthesized end described the action of coalupril. [Paichett et al., 1980 Nature

284:280]

gl' - Il - l °

Alm.nmnberofcﬁnicaltrials appeared rapidly ufter the ntroduction of captopril and of enalapril. Far from all
gmupsmwlyudmbcdmd;hswﬂd.hiﬂsbymswhidxwmhmvﬂthlwdmdunubytthqm’bborMmk
gruupsuemtﬂinsweﬂnswﬁ:wa:ﬁclm&nmﬂrﬁnglhﬁommnfmmyuiﬂa

Laragh USA First tast of ACE inhibitor, teprotide, in bumans, Efficacy trial comparing
captopril with another type of drug for hypertemsion [Gavras et al. 1974 NEM
291:817; Case et al. 1977 NEIM 296:641; Gavras &t al. 1978 NETM 298:9%1,
Case et al, 1978 Prog Cardiovas.Dis. 21:195; Niarchos & Laragh | 984
Am.J.Med, 77:407] NIH # HL-18318; grant from Squibb




Cohin, Levine

Afkinson
Robertson

Tarazi

- USA

Frn

USA

USA

Clinical application of assay for renin in blood; use and efficacy of teprotide,
captopril, and enalapril for congestive heart failure [Cohn & Notargiacomo 1969
Am.JMed Sci. 257:344; Levine et 2l. 1579 Trans.Assoc. Am.PPhysicians 92:203;
Levine & Cobn 1982 Am.Heart J. 104:1159; Levine ct al. 1980 Circulation
62:35] NIH ROTHL-09785; ROIHL-11533

Efficasy of captopril and its effect on levels of renin, angiotensin, and
sldostarone; reviewed clinical studies in 1979 [Atkinson et al. 1579 Clin, Sci. 57:
e Atkinson & Robertson 1979 Lancet, 2:836)

Clarified relationship of R/A/A. and adrenergic systems; role of R/A/A in heart
failure; earty clinical testing of enalapril [Wollam et al. 1977 Drugs 14:420,
Torazi 1920 J.Lab.ClinMed. 95:155; Fouad et al. 1983 J.Hyperten.
1(Supp):135; Fouad et 2l. 1984 Hyperien. 6:167; Bravo & Taruzi [979
Hypertension 1:39) NTH ROTHL-15837

Eﬂimcymdlungtamcﬂ’mtsufmnlnprﬂmd;mﬁewadcﬁnimluiﬂs
mmpﬁngmmpﬂmmﬂapﬂmdmﬁwdiﬂnmhhmtdimhngﬁme
aszociate of Laragh [Cody et al. 1984 AmHeart T, 108:81: Knbo et al. 1984
Clin Res, 32:182A; ©Cody 1984 Am.I.Med. 77:71} NIH MOIRR-47033,
47034, and 47035 '




Fluoxetine {Prozac)

Fluoxeting is the most widely used drug for the treatment of depression, and is also effective for several other
psychological disorders. Fluoxetine was the first “selective serotonin reuptake inhibitor™ (SSRI), meaning that,
unlike the previous drugs, it does not affect other signaling molecules. For this reason, it lacks the serious side
effects which cansed a majority of patients to stop taking the earlier antidepressant drugs. The discovery of
fluoxetine by Eli Lilly is an example in which an element of rational design was made possible by rescarch into
the underiying pathology of mental illness, cambined with some very astute observation which twice prompted
the selection of a chemical for screening. Fluoxetine is also a good example of academics and industry working
closely as partners, because drugs provided by industry scientists permitted advances in : ing of
peurotransmission and depression by academic resear-hers, which in turn suggested the next step il g
design. As for most drugs, the methods of organic syuthesis were s necessary background for the developmeat
of Auoxctine, and muraerous cell culture and animal models wers required for its testing. Theee other rescarch
areas were invalyed also: the molecular basis of neuronal sipnal transmission, the netrochemical basis of
depression, and surprisingly, nescarch on blood pressure and antihistamine drugs.

Thciniﬁaluhsmaﬁnnsofmmdaltuiugmﬁviwmassiduﬁ‘ectsinthcswchfordmgs“&thnnﬁhistamim
cffects. 'I'hmmﬁhistamimspmvidﬂdthcuhmﬁmlbasisfurboﬂnhcwﬁmmﬁdepmsivﬂd:upmdfor
flugxeting itself. Earlyinthisomm,uquhsm'gmnlmgwithscimﬁm at Rhone-Poulenc, observed that
muhisﬂmin:dmgswﬁchﬂhiﬁmdbhodprmmﬂsodcwmdmemmdofswgicﬂpaﬁm. Based on
thasercsults,aSwissdnctormtndn.sﬂ-imofmﬁhisumimdmgspmvidndhythﬂﬁeierumpanyfma
number of psychiatric conditions, 20d in 1958 found one which had pronotmesd antidepressive activity. This
wasimipmminc,thcﬁrstufnsmimnfmﬁdspmsivcdxugswhichwawidelyumdhkaysmdiﬁﬂmt
determined some of the physiclogical besis of depression. Those studies were closely tied to the developing
Mﬁgﬁﬁmnﬂsignﬂhgmﬂaﬁm,mdhgcﬁu&wpﬂﬂdafmmmbywm
scientists. WhmthnEliLillytwmb:gmthcirseamhforadmgwith a more specific action against depression,
they selected another antibistamine drug as the chemical basis, dipheahydramine (Benadryf), which was
developedinanN]I-I-ﬁmdudunivmityinﬂmU.S. EﬁLﬂlysyn&asizodaamimofmlemﬂaﬁnmﬂﬁsbusic
structure and tested them with assays developed by researchers studying neurochemistry and psychiatry.

The discovery of many cardiovascular, antihistamine, tranquillizing and antidepressive drugs is interrelated
bmmmwaﬂwmmumbsmmwﬁchnmemﬂs(mmm)mmmtsﬁmﬂmmmm
signals. The neurons in the autonomic perves, which regulate organ function, use some of the samc signal
molecules used by neurons in the brain. These substances were firs: discovered around the turn of the century,
and later came to be known as ncurotransmitters. In the mid 1950, gerctonin was simultansously found by
1U.S. and foreign academic researchers. Tn the carly 1960s, norepinephrine (NE), dopamine, and later serotonin,
were ideatified as nevrotrangmitters in the brain, It was discovered that when & neuron sends a sigoal, it
releases 2 nourotransmitter into the synapse, where the neuron receiving the signal picks it up. Then, the signal
is terminated by “reuptake” of the excess neurotransmitter at specific sites on the first neuron. Tf this reuptake
is blocked, the availability of the pewrotransmitter is increased. It is at the step of blocking the reuptake site
that fluoxetine bas its effect. When it was discovered that different nenrotransmitters are localized o differeat,
specific newronal systems in the brain, scientists realized that these molecules played distinet roles in mental
fanction. These are the basic features of brain physiology and the basis of depression that were understood at
the time and were required to determine the mechanism of imipramine action. All of this research was
performed in academic institutions in the US and in Europe. The majority of important findings on neuronal
signaling were performed in US laboratories funded by NIH grants. The key process of reuptake upon which
fluoxetine is based was discovered by z Nobel-winning scientist at the NIH.




As the neurotransmitters were discovered, scientists also began to recognize their relationship to various
psychiatric conditions. In early studies, before their function was understood, NE and dopamine were found in
the urine in different amounts in normal, depressed or manic patients, which first suggested their involvement
in mental states. Later, clinical improvemeant in depressed patients treated with imipramine correlated with an
increase in NE excretion. During the 1960s,; U.S. and foreipn researchers who wers studying the mechanism of
imipraming action saw that this drug increased the conceatration of NE and serotonin in the neuronal synapses
of the brain by inhibiting their reuptake, Eli Lilly scicatists began to look for an antidepressive drug without
imipramine’s side effects on the heart and other functions. Two sets of observations led them to seek a drug
that would preferentially inhibit serot=ain but not NE reuptake. First, serotonin was being increasingly
recognized as an important brain neurotransmitter, and its levels were low in the cerebrospinal fluid of
depressed patients. Second, in testin, .ue mechanism of action of a series of drugs based on imipramine,
increasing inhibition of serotonin reuptake, not NE renptake, correlated with antidepressive effect. Both sets of
observations were made by US publicly funded and foreign academic scientists in about equal proportion,

A review article [Schildkraut, 1973 Ann Rev.Pharmacol, 13:427] written one year before the appearance of
fluoxetine by a US academic scientist who was a major contributor to the ficld gave a thorough view of
biochemical psychiatry at the time Eli Lilly scientists began their work. By 1970, it was known that drugs that
had an effect on mania or depression increase the concentration of ane or another of the neurotransmitters at
certain sites in the brain. The article documents the large amount of interest in the various nourotransmitters
and their involvement in these meatal conditions, and the large number of studies involved in revealing the
details, Also shown is the great number of studies and elimical trials attempting to alter these states by sdding
the deficient newrotransmitters, and to understand how the body processes the added neurotransmitiers and the
drugs. Once again, US and foreign labs were cited in approximately equal numbers. Bli Lilly researchers also
were cited for experiments with scveral antidepressant drugs,

In addition to the foundational scientific knowledge that underlies flucxcetine development, many critical
laboratory systems and assays wers developed in the academic research labs, Scveral behavioral tests for
depression or stimulation in rats and mice permitied the assay of potential drug series. The method of
preparing “synaptosomes,” a specific fraction of nerve tissue, permitted all of the work on reuptake inhibition,
as well as all of Eli Lilly’s drug testing. This method was initially developed in a US lab receiving NIH grants.
Several assays and imaging methods were developed by both 1S and foreign academic scientists to measure
the amount of neurotranstnitter at specific sites in the brain. Many of these assays were used in testing
fluoxetine prior to its FDA approval.

Experiments on the physiological responses to the antihistamine diphenhydramine were conducted by Eli Lilly
aod foreign rescarchers, These studies sugpested that this drug might have the desired effects on NE and
serotonin, and ledth:EﬁLﬂlywnmtouseitnsth:chmﬁcﬂbasisfmrsyntbmis end screening, Eli Lilly had
also been studying serotonin action in rat brain and the effects of several earlier drugs on this system, drawing
upon the methods and findings of US and European researchers. They established very detailed quantitative
comparisons of the cffects, which became standards for future comparisons of fluoxeting activity. Eli Lilly’s
documentation of the synthesis and preliminary testing of fluoxetine was first published in 1974, This paper
cited 17 references, 7 from publicly funded US labs, 8 from forsign academic labs, and 2 of their own papers.
One of the latter two references was for the major testing method using synaptosomes, mentioned above, and
cited their own work for modifications to the procedure, The US labs were referenced for background
knowledge in both neuronal transmission and biochemical psychiatry, for methods, and for means of analyzing
and camparing drug activity.
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Clinical trials were published by US and European academics and by Eli Lilly scientists. The drug’s efficacy
was tested and compared with other antidepressants. A standard scale to score symptoms of depression for
severity and improvement was referred to in many of these trials, which was developed by NIH scientists.
Trials included determination of dose range, tissue distribution, effocts in different patient populations, side
effects, effects of long term treatment, and other features which relate to the clinical use of the drug.
Fluoxetine recsived FDA approval for use to treat depression in 1988. Many clinical studies were conducted
after that for treatment
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USA = affiliated with scademic institution or NIH in the U.S. £ = referenced i EL papers
Frn = foreign academic ipstitution * = key contribution
EL = Eli Lilly researchérs & = review article

ind = other industry researchers

Rieveschl

N .

UsA

First chserved mood-a!’ -ing effect of en entihigtimine, and develaped the first
psychoactive drug [Charpentier, 1947 Comples Rendus 225:306]

*Tested drug series based on antihistimine, aud developed iiprimine. [Kuhn, 1958,
Am.J Psychist 115:459] '

Developed the antibistimine diphenhydramine, used as the starting point for fluoxetine. [
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Axelrod, Kopin  USA

Page

Vogt

Iverscn

Schanberg

uUsA

Fm

Frn

USA

USA,

UsA

kMechenism of peurotransoitter sigoal termination by reoptake; action of imipramime
and other carly antidepressants in blocking reuptake. Cited for assay of drug effect on
renptake of NE [Axeirod & Tomehick 1959 Nature 184:2027;4:Hertting ct al., 1961
I Pharmacol Exp. Ther. 134:146; Herttig et al,, 1961 Nature 189:66 Glowmsky et al.,
1965 I.Newrochem. 12:25; Axclrod, 1965 Rec.Progr. Hormone Res. 21:597] NIH
intramurel ZOIMH-00401 -4; ZOIMH-00421-3

Discavered serotonin, simultancously with Gaddum [Twarog & Page 1954
Am.JPhysiol. 175:157] Cleveland Clinic Foundation

Dissovered serotonin, simuitsnequsly with Page {Amin et ol. 1954 JPhysiol. 126:596]

Nerotransmitters finiction in brain activity, and are differently distributeded in the
regions of the brain. [Vogt1954 JPhysiol. 123:451] |

Function of neurctransmitters in synapses of the brain. Developed widely used method of
brain dissection, brain injection, and extraction and meanmement of substances.,
[Glowinsky & Iversen, 1966 ] Neurochera. 13:655: Iverson & Dravitz 1966

Mol Pharmacol, 2:360) NIMH intramers]

Measurement of seratonin accumalation and uptake in synsptosomes. [Schanberg 1963
J.Pharmacol Exp, Ther, 139:191] NIH B-940; USPHS predoctoral fellowship

Serotomin accumulates in brain slices and subcetiular fractions, methods of measuring it
{Robinson <t al. {965 ] Pharmacol. Exp. Ther. 147:236] GM-10313; 2K3-GM-
245%:5T1-GM-5903




Soyder USA Serotonin reuptake in different regions of rat brain, kinetic messurement, and the effects
of imiprirnine on the system. [Snyder & Coyle 1968 J.Phartn Bapr. Ther 165:78; Shaskan
& Sayder, 1970, J.Pharm Expr. Ther. 175:404] NIH RO1-N8-07275, PO1-GM-16492,
K3-MH-33128, postdoctora] support on GM-01183, ‘

Merrills Ind hnipmmin:blucksm:pmkeufmmin,aswcﬂasm;mrpukemmnin
synaptosomes [Blackburn et al., 1967 Life Scl. 6:1653) Phizer

Renyi Ross Fm Relative effects of imipramine and other drugs on serotonin reuptake [Ross & Renyi
1967 Life Sei. 6:1407]

iochemmical psvehi
Scieqti Affiliati Conteibuti
Schildkraut UsA Rolcnfmﬁninhdcprcﬁim.mdﬂmd&ﬂsufhjprmhemnmmmniw

metabolistm, [Schildkeant et al., 1966 Am.J.Psy. 123:6590; Schildkrant & Kety, 1967
Seience 156:21; ©Schildkrunt 1973 Arm Rev Phamac, 13:427] MH-15413

Carlzson, e Fm *Block of serotonin reuptake is basis of antidepressive action of imipramine.,
Diﬁnhuﬁmufnmmmimhbrﬁn,theidmthﬂth:ymthemuhmﬂusignﬂsof
neurons, d effects of drugs on the reuptake of the nerotrapsmitiers, [Cariason ot al,
1958 Science 127:471; Dahistrom & Fuxe, 1964 Acta Physiol Scand. 62:232; Fuxe
1965 thid 64:247; Carlssom et al, 1968 1. Pharm Phurmacol. 20:150; Catls<on &
Lindquist, 1969 ibid 21:460; Carlsson 1970 ihid 22:729; Carlsson et al,, 1969
Bur.J Pharmacol. 5:357]

Brodie USA Admgmsingd:pumimdmumwﬁmininbnin.ﬂmﬁmﬁnkufdmgmﬁmmd
mood to brain biochemistry. Developed widely used animal modcl of depression
Compm*adwﬁunsmdeﬂmuuﬁnﬂprmhnmdimmmboﬁtﬂ [Shore et al. 1955
- Science 122:284; Pletacher ot al. 1955 Science 122:374; Sulser et al 1962
Ann NYAead Sci. 96:279; Sulser et al. 1964 JPharmac Exp. Ther. 144:321] NIH
NIRVH intrarmeral

Goth USA Diphmhydrmincgﬂ'mhmmaphkeofwuﬂmhmdhﬁdﬁnﬂeiwbidlmwdﬂmﬂ
scientists to select it 2s the basis of drug series testing for S3RI action. [Isasc & Goth,
1965 Life Sci. 4:1899: Isaar & Goth, 1967 JPharmacol Exp. Ther, 156:463] 5T1-GM-
74203

Roth Ind Developed a mouse stwdard ntidepressant assay [Bemett ct al. 1969 Int.J.Neuro
Pharmar. 8:73] Sheving

Weil-Malherbe Fm/USA First observed thet NE and dopamine sre excreted in urine in different amounts in manic
ar depressed patients. Importance of serotonin in depression. Several collshorative
papers with Axelrod in US. [Strom-Olsen & Weil-Malherbe, 1958 JMental Sci,
104:696; Weil-Malherbe et 2l. 1959 Science 129:1226;, Whitby et al., 1961
I Pharmacaol. Bxp. Ther. 132:133]

Sharman Fm Neurotransmitter concentrations are decreased in the cerebrospinal fuid of depressed
patients. [Asheroft & Sharman, 1960 Nature 186:1050)




Sciemfist \fFliati Contributi

Lineweaver,

Burke USA, Cited for method of measuring affinity constants, to test drug effects on serotonin
reuptake, [4Lineweaver & Burke, 1934 J.Amer.Chem.Soc. 56:685] USDA

Drixon Fm Cited for a method to determine enzyme inhibitar constants. [#Dixon 1953 Biochem T,
55:170]

Wong,

Molloy HL, *Sclect~d diphenhydramine for synthesis of drug series; made and tested flurvatine,
Extensive assay of its actions and selectivity [Wong et al. 1974 Life Sai. 15:471; Wong
et al. 1975 JPharmac.Exp. Ther. 193:804; Wong ct al. 1983 Biochem Pharmacol,
32:1287; 33,69; Wong et al. 1991 Neuropsychopharm. 5:43]

Fuller EL Extensive testing of fluoxetine in animals for efficacy, toxicity, and metabolism [Fufler et
al, 1974 Life Sci. 15:1161; Fuller &t al. 1975 JPharmacol Exp.Ther. 193:796; Fuller &
Weng 1977 Fed Proc. 36:2154]

Mandell Usa Developed assay to messure serotonin in brain, and showed morease caused by

fluoxetine [Geyer et al. 1978 J.Pharmacol. Exp. Ther, 207:650] DA-00265

Cliical Trial
A large nomber of climical trials appesred after the mtroduction of fivoxatine, &= well as edditionzl SSRI dmgs and trials

comparing them with ficoxetine. It would not be possible to cite all groups involved; instesd, trinls by groups which were
heavily involved and ones from the EL team are cited, a5 well as review articles samuarizing the ostcomes of many trals.

Scieqti A Cotribut

Lemberger EL

Bremner UsA
Stark, Hardizon EL

Guy USA,

Cohn, Wileox  USA

Masco, Sheetz

Specific reuptake inhibition in paticnts shown, and method of measuring fluoxectine
potency on serotonin uptake in patients. Tissue distribution, absorption, and excretion in
normal, elderly, and kidney patients; testad drug nteractions [Lembergsr et al, 1978
Clin Phavmacol Ther. 23:241; Lamberger et al. 1978 Science 199:436; Lembarger et al.

" 1985 I.Clin.Psych. 46:14]

Initial dose range trial for flumxetine fBremner 1984 J.Clin Psych. 45:414]

Multicenter trials showed fluoxetine as affective as imipramine without gide effects
[Stark & Hurdison 1985 J.Clin.Psych. 46:53]

Manual for scaring sympioms on ¢ depression scale meastring severity and
mnprovement, cited in several clinical trials [ECDEU Assessment Manual for
Psychopharmacology, 1S HEW, Bethesda, MD]

Fluoxetine more effective in major depression then imipramine, w/o side effects. [Cohn
& Wilcox 1985 I.Clin Psych, 46:26]

Fluoxetine compared with other drugs is as effective w/o side effects [Masco & Sheetz
1985 Adv. In Ther. 2:275]




Appendix D
Tax Methodology

Drug companies are allowed a tax deduction for al qualified research and development
expenses. That means all money spent on R&D can be deducted from a company’s taxable
income. This generates enormous savings for drug companies and substantially lowers the cost
of bringing a new drug to market.

In Example 1 (see next page), Company A has spent $10 million on R&D and collected $100
million in revenues. At a statutory tax rate of 34 percent, Company A would pay $34 million in
federa taxes without the R& D deduction. After the deduction, Company A’s taxable income is
only $90 million, lowering its tax bill to $30.6 million. Company A has saved $3.4 million in
taxes due to the R&D tax deduction.

In Example 1, Company A saved $3.4 million in taxes after deducting R&D expenses, which is
34 percent of the $10 million the company spent on R&D. Every dollar Company A spends on
R&D lowers its taxable income by $1. Put another way, every dollar Company A spends on
R&D lowersits tax bill by $0.34. In effect, every dollar Company A spends on R&D only costs
the company $0.66 because of the money it saves in taxes.

Since every dollar spent on R&D can be deducted, the net cost of R&D to drug companies will
always be reduced by the statutory tax rate. This is true regardless of the tax rate or the amount
spent on R&D. If Company A had spent $20 million on R&D then it would have saved $6.8
million, which is 34 percent (Example 2). If the statutory tax rate changed to 46 percent then
Company A would have saved $4.6 million in taxes after deducting $10 million spent on R&D
(Example 3).

This R&D tax deduction should not be confused with other tax credits the drug industry receives.
The deduction of R&D expenses is different from other tax credits because it is a deduction that
reduces the taxable income of a company. The drug industry enjoys several tax credits that are
applied after the amount a company owes in taxes has been calculated. In other words, a tax
credit reduces the amount of tax owed (or tax liability), while a deduction affects the amount of
income that is subject to the statutory rate.
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Example 1
Statutory Tax Rate

Gross Income
R&D Deduction
Taxable Income

Example 2
Statutory Tax Rate

Gross Income
R&D Deduction
Taxable Income

Example 3
Statutory Tax Rate

Gross Income
R&D Deduction
Taxable Income

34%

$100,000,000 Taxes Before Deduction
$10,000,000
$90,000,000 Taxes After Deduction
Difference
Percentage of R&D Expenditure

34%

$100,000,000 Taxes Before Deduction
$20,000,000
$80,000,000 Taxes After Deduction
Difference
Percentage of R&D Expenditure

46%

$100,000,000 Taxes Before Deduction
$10,000,000
$90,000,000 Taxes After Deduction
Difference
Percentage of R&D Expenditure

$34,000,000

$30,600,000
$3,400,000
34%

$34,000,000

$27,200,000
$6,800,000
34%

$46,000,000

$41,400,000
$4,600,000
46%
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